ATLAS CSC NOTE  (fan
\

ATL-PHYS-PUB-2007-XxX
2

Compiled on February 5, 2008

Diboson Physics Studies With the ATLAS Detector

Tom Barbef, Richard Batle§y, Andrea Bocd, Electra Christidi, Tiesheng D&, Al Goshaw,
Liang Har?, Chris Hay$, Suen Hot, Yi Jiand®, Bachas KonstantindsAshutosh Kotwa,
Mark Krus€, Dan Levirf, Xuefei Li8, Zhijun Liangt, Hong M&, Chara Petridot) Dragan Popovit
Dusan Relji€, Dimos Sampsonidfs Ljiliana Simic®, Nenad Vranje§ Song-Ming Wang, Pat Ward,
Alan Wilsorf, Haijun Yand, Yi Yang!, Pei Zhang, Zhengguo Zha® Jiahang Zhon Bing Zho®

LAcademia Sinica, Taiwan
2Aristotle University of Thessaloniki, Greece
3Brookhaven National Laboratory, USA

4Cambridge University, UK

5Duke University, USAlnstitute of Physics, Belgrade

’Oxford University, UK
8The University of Michigan, USA
9The University of Science and Technology of China

Abstract

We present studies of the sensitivity of ATLAS to Standard Model (SM) dibdAowy—,
W=*Z, ZZ, W*y, andZy) production in pp collisions a{/s = 14 TeV, through final states
containing electrons, muons and photons Our studies use the ATLAS CSC (Computer-
System-Commissioning) Monte Carlo datasets, which include trigger information and de-
tector calibration and alignment corrections. We aim to establish the SM diboson de-
tection sensitivities with the ATLAS experiment in early LHC physics runs (for 0.1 to 1
fb~! integrated luminosities). We have included large fully simulated background events
in our studies to understand the sources of background for diboson detection. We es-
timate the cross section measurement uncertainties (both statistical and systematic) as a
function of integrated luminosity (from 0.1 to 30 fh) and establish the ATLAS experi-
ment sensitivities to anomalous triple gauge boson couplings. This note shows that the SM
WHW~, W*Z, W*y, Zy signals can be established with signal statistical sensitivity better
than 5 for the first 0.1 fo'! integrated luminosity, and th2Z signals can be established
with 1.0 fb~! integrated luminosity. The anomalous triple gauge boson coupling sensitivi-
ties can be significantly improved, even with 0.1 ftata, over the results from Tevatron
based on 1 fb! data.
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1 Introduction

We present studies of dibosow{W—, W*Zz°, z9z% w+y, 7%y) detection sensitivities with lepton

and photon final states and corresponding triple gauge boson couplings (TGC) sensitivities as a function
of integrated luminosity. Results are based on fully simulated ATLAS Monte Carlo data sets produced
in the ATLAS Computing-System-Commissioning (CSC) program [1] from Fall 2006 - Summer 2007.
This work augments previous diboson studies in two important ways. First, in order to understand deeply
the sources of background to diboson signals, it includes about 30 million fully simulated background
events from many SM processes. Second, the technigBeasdted Decision Tredg,[3] is applied to

some of the analyses to improve significantly the diboson detection sensitivities. This note documents
the analysis methods and tools required for diboson physics studies.

Study of the diboson production at the LHC provides an important test of the high energy behavior of
electroweak interactions. Vector boson self-couplings, uniquely fixed by Lorentz and gauge invariance,
are a fundamental prediction of the Standard Model (SM), resulting from the non-Abelian nature of
the SU_ (2) x U (1) gauge symmetric theory. Since these gauge boson self-couplings have not yet been
measured with good precision it is possible that signals for physics beyond the SM could appear in this
sector through discovery of anomalous TGC's.

LEP [4] and Tevatron [5]4 [13] diboson studies have demonstrated the importance of precision deter-
minations of the electroweak parameters as a tool to search indirectly for physics beyond the SM. The
TGC's are currently studied at the Tevatron via productiowoiv—, W=y, Z%, W+Z° andz°Z% in pp
collisions at,/s=1.96 TeV. ThaV+*W~ process involves botW W~y andW+W~-Z2° couplings, while
Wy andW*Z° are concerned exclusively with tNé*W—y, andW+W~Z° couplings, respectively.

Anomalous couplings would lead to enhanced diboson cross sections, particularly at high boson
transverse momentum and high diboson transverse mass. Experimental limits on non-SM TGC's can
be obtained by comparing the shape of the measured transverse momentum or mass distribution (or
transverse mass in final state involving W) with predictions, provided that the signal is not overwhelmed
with background.

The study of diboson production is not only an effective probe for beyond-SM physics, but is also
crucial for many important new physics searches at the LHC. For exadpl/~ andZ°Z° are major
background sources for SM Higgs boson searches vitithe: 7070, 7970 wrw—, W*W*F decay
channels. Furthermore, if no light SM Higgs boson is found then electroweak symmetry breaking studies
will require production rate measurements of energetic longitudinal gauge boson pairs. This is because
the longitudinal components 8§+ andz® are the Goldstone bosons of the symmetry breaking process.
The new physics would appear as resonances or anomalous structures in the diboson spectra at high
mass.

This note is structured as follows. In Section 2 the effective Lagrangian and TGC parameters are
described. The generators used to produce the MC event samples for diboson studies are also described
in section 2. In section 3 the current and expected Tevatron diboson physics, and analysis methods used
to determine lepton identification efficiencies and to estimate backgrounds using data, are reviewed.
The analyses of the five diboson final states are presented in Sections 4-8. A brief description of the
analysis technique8oosted Decision Treemd binned maximum likelihood method, is provided in the
appendices. Also included in the appendices are some alternative analyses.
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2 Diboson production at LHC and effective Lagrangians

2.1 SM Diboson Production Cross Sections

The generic Standard Model tree-level Feynman diagrams for electroweak diboson production at hadron
colliders are shown in Figufe 1. Teechannel diagram contains the vector-boson self-interaction vertices
which are discussed in this section.

Vo
q \ q Vo q
- _ TGC vertex
q q
Vs Vi q Vi

Figure 1: The generic Standard Model tree-level Feynman diagrams for diboson production at hadron
colliders;V, V1,V = {W,Z, y}. Thes-channel diagram, on the right, contains the trilinear gauge boson
vertex.

The diboson production cross sections at hadron colliders (Tevatron, LHC) predicted by the Standard
Model are calculated at next-to-leading-order (NLO)|[15], [16],/[17]. For this CSC note we used the
MC@NLO [18] Monte Carlo program to calculate thé™W—, W*+Z°, z°7° production cross sections
(NLO). The parton-density-function (PDF) &TEQM [19] has been used. The leading-order (LO)
cross section calculations are performed usingR¥d HIA[20] program with theCT EQL PDF. For
W=y andZ% productions, we have used tB&O [21] program to calculate both LO and NLO cross
sections. Th&€TEQ@M PDF is used in the calculations. TB#HO LO calculations have been cross-
checked withPY T HIA calculations. They are consistent within a few percent. We list the calculated
diboson production cross sections throwghinitial states in Tablg|1.

Table 1: The SM diboson production total cross sections at Tevatron and LHC hadron colliders. These
values are calculated usiiR)Y THIAfor LO cross sections, and usidgC@NLO andBHO, for NLO

cross sections. We quote 5% and 10% uncertainties for NLO and LO cross sections, respectively. Teva-
tron cross sections are quoted from the DO and the CDF paperd.LO cross section fat°z° from

PY THIAhas included/y« interference.

Diboson mode Conditions Tevatron LHC LHC
V/s=196 TeV /s=14TeV ,/s=14TeV
o (pb) NLO o (pb) NLO o(pb) LO

WHW~ W’s on mass shell 12:40.3 111.6:5.6 70.71%7.1
w20 Z andW on mass shell, nd/yx 3.7+0.3 47.8:3.3 27.122.7
VAYA Z’s on mass shell, n@/y« 1.43t0.1 14.8:1.3 11.131.1°
Wy EY > 20 GeVAR(¢,y) > 0.7 19.3t 1.4 119.16.0 60.6: 6.1
Z0 EY > 20 GeV,AR(4,y) > 0.7 4.74+0.22 69.0:3.5 56.0:5.6

The diboson production rate at the LHC will be at least a factor of 100 higher than that at the Tevatron
(ten times higher cross sections and ten times higher luminosity even at the initial LHC low luminosity
of ~2x 10®3 cm2sec!). The higher event rate and the higher energy at the LHC will enable us
to measure the vector-boson self-interaction couplings with much higher precision. The sensitivity to

6
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anomalous TGC's, which allows the indirect search for new physics beyond the Standard Model, is
expected to improve by orders of magnitude at the LHC over Tevatron and LEP.

2.2 Effective Lagrangian for charged TGC's

New physics may modify the self-interactions of vector bosons, in particular the triple gauge boson
vertices. If the new physics occurs at an energy scale well above that being probed experimentally, it
can be integrated out, and the result expressed as a set of anomalous (non-SM) interaction vertices. The
most general effective Lagrangian, that conse@emndP separately, for charged triple gauge boson
interactions is/[24]:

L/Gwwy = gy (Wi, WHVY — W, WHVY) i WiWVHY 4 iz Wou WV
W

whereV refers to the neutral vector-boso@sor y; X,y = du Xy — dy X, and the overall coupling con-
stantsgwwy are given bygwwy, = —€, gwwz = —€ coty, with e the positive electron charge and

6w the weak mixing angle. The Standard Model triple gauge boson vertices are recovered by letting
g =«xY =1 andAY = 0. The electromagnetic dipole and quadrupole moment ofAthgoson are
proportional to th&VWy coupling. They are given by:

" = e(1+ K+ Ay) /2Mw, QR = —e(iy — Ay) /M.
The weak dipole and quadrupole moment of\ttidoson are proportional to tM#W Zcoupling:

M%eak: e(g% + K7 +7Lz)/2MW7 Q\v/\\/leak: —e(Kz - }»Z)/M\%V'

We can picture these &sor ¥ fields radiated by th&/ boson.
Experimentally, we search for deviations from the Standard Model couplings; thus the anomalous
coupling parameters are defined as

Agi=gf -1, Dky=x,-1, Akz=kz—1, Ay, and Az

Note that electromagnetic gauge invariance requgjfes 1 orAg’l’ =0.

With non-SM coupling parameters, the amplitudes for gauge boson pair production grow with energy,
eventually violating tree-level unitarity. The unitarity violation is avoided by introducing an effective
cutoff scale A. For charged anomalous TGC's we have used dipole form factors with a cutoff/scale
The the anomalous couplings take a form, for example,

. Ax
AK(S) = drgnaz
where+/$is the invariant mass of the vector-boson pair Andis the coupling value in the low energy
limit. A is physically interpreted as the mass scale where the new phenomenon which is responsible for
the anomalous couplings would be directly observable.

Direct tests of the trilinear couplings are providedddye~ and hadron colliders through production
of gauge boson pairs. The signature for anomalous trilinear couplings is an excess of gauge boson pairs,
particularly for large values of the invariant mass of the gauge boson pair and for large values of gauge
boson transverse momentups;, .

Studies of three different diboson final statés;W—, W*Z, andW*y will provide complementary
sensitivities to the charged anomalous TGC's [21]. For examplelkheterms inW W~ production
grow like $, whereas these terms increase only k& in W*Z andW®*y production. One therefore

7
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expectsV W~ production to be considerably more sensitive ti&hZ andW=y production toAxy .
On the other handw*Z production is expected to be more sensitive tNghW - to Ags, because
terms inAg{ are proportional t@ in W*Z production. Thel-type anomalous couplings have a strong
§ dependence in all three cases, thus the sensitivities will be greatly enhanced at high center-of-mass
energy at LHC.
Our studies of the anomalous coupling parameters have followed two scenarios as described below.

e The anomalous couplings are uncorrelated. When setting limits on one coupling, the other cou-
plings are set to their Standard Model values. When setting limits in two-dimensional space, two
coupling parameters vary independently while the others are fixed at their Standard Model values.

e There are correlations between the anomalous coupling parameters. Different relations are ob-
tained by invoking global symmetry arguments, or by fine tuning anomaldwsV couplings
such that the most serious unitarity-violating contributions to the tree-level vector-boson scatter-
ing amplitudes are avoided [25]. We list below some assumptions used in our studies. We find
limits in two-dimensions, so in the cases where there are three free parameters one is fixed to it’s
Standard Model value.

— The so-called HISZ scenario [26] has two free parameters:
AQ? = Dkz/(coS By —SirP By), Ak, = 2Akz COS By /(cOF By —Sirf By), Az = Ay

— AssumingAkz = Aky, Az = Ay.
leaving three free parameters.

— The LEP assumption,
Aty = (cO O/ Sir? 8w) (AGE — Dkz), Az = Ay
leaving also three free parameters.

2.3 Effective Lagrangian for neutral TGC’s

In the Standard Model, neutral boson pakZ andZy, are produced at hadron colliders through the
t-channel diagrams shown in Figre 1. TA&Z and ZZy triple gauge boson couplings, and hence
the contribution of thes-channel diagram, are zero at tree level. However, anomad@dsor ZZy
couplings may contribute via thechannel diagram. In this note we consider the effect of anomalous
couplings on the production of pairs of on-shi&élhosons only. In this case, the most general form of the
Z%(q1)ZP (q2)V*(P) (V = Z, y) vertex function which respects Lorentz invariance and electromagnetic
gauge invariance may be written as|[27]

M2

P —Mg . .
gzzvrg',zg\ﬁf:eTV['fz\t/(Paguﬁ+Pﬁ9”a)+'f%/8”aﬁp(Q1—Q2)p]
z

whereMy is the Z-boson mass amds the positive electron chargg;, g, andP are the 4-momenta of the
two on-shell Z bosons and tleechannel propagator respectively. The effective Lagrangian generating
thegzzy vertex function is

e ~
L= Y OVP)20(0°25) + 1 07V, 2025),

whereV,, = d,Vy, — oV, andZ#f = 1e,,,52P°. The couplingsfY (i = 4, 5) are dimensionless com-
plex functions ofg?, q% andP? and, as indicated above, are zero at tree level in the Standard Model.
All couplings areC odd;CP invariance forbidsfy, while parity conservation requires thb},f vanishes.

8



D RAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/diboson_production.tex D RAFT
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub)

Becausef4Z and f4V areCP-odd, contributions to the helicity amplitudes proportional to these couplings
will not interfere with the Standard Model terms, and heAZgroduction is not sensitive to the sign of
these couplings. Th€P conserving couplingsﬁg’ contribute to the Standard Model cross section at the
one-loop level, but this contribution &(10-%) [28].

As in the case of charged TGC'’s, tA& production cross section with non-SM couplings grows with
the parton center-of-mass energ$. In order to avoid unphysical results that would violate unitarity,
we use a generalized dipole form factor:
fv

VO = argmer

i (| — 47 5)
whereA is the form factor scale which is related to the scale of new physics which is generating the
anomalou&ZZV couplings. Theoretical arguments require thahould be greater thary3 in order to
satisfy unitarity. In our note, we have used- 3 and/A = 2 TeV to evaluate the ATLAS sensitivities to
anomalous neutral TGC's from tl#&Z diboson final state studies.

The signature of anomalous couplings4@d production is an increase in the cross section at high
values of Z-boson transverse momentum. In our investigation of the ATLAS sensitivity to anomalous
couplings, we have considered only the the case where one coupling in non-zero.

2.4 The Monte Carlo Event Generators

We have used two NLO Monte Carlo event generat§€@NLO and BHO, for diboson physics
analysis. The program dfIC@NLO interfacing toHERWIG/JIMMY has been used to generate the
WHW-—, W+Z0, 7070 events. Those events are fully simulated with the ATLAS detector responses, the
electronic digitization’s, and with final event reconstructions. BiREO MC program has been used to
study the ATLAS detection sensitivity to anomalous triple gauge couplings. We present here a very brief
description of these two programs.

e MC@NLO (version 3.1)[[18]
This generator incorporates NLO QCD matrix elements into the parton shower by interfacing to
HERWIG/Jimmy29] programs. Hard emission are treated as in NLO computations and soft/collinear
emission is treated as in regular parton-shower MC. The matching between these two regions is
smooth. (no double counting). W-mass width and spin-spin correlations are included in the genera-
tor. However, 'zero-width’ approximations are used\ift Z° andz°z° calculations, and ng®/ yx
interference terms are included in the calculations. This program doesn'’t include anomalous triple
gauge boson couplings.

e BHO (by Baur, Han and Ohnmenus) [21]
This is a numerical parton level MC generator. The calculdedv—, W*Z° andz°Z° production
rates are accurate tdLO and consistent with thIC@LNO calculations (total cross sections
agree to~ 2-3%). TheBHO MC program can calculate both LO and NLO cross sections for all
five diboson final states\(*W—, W*Z0, z07° w+y, z%). However, it doesn't include parton-
shower automatically. It generates n-body final states for Born and virtual contributions, and
(n+1)-body final states for real emissions. It includes anomalous triple gauge boson coupling
parameters, thus it is the vital program for anomalous coupling sensitivity studies.

Forw*y, Z% andz°Z° events we have used the LO MC generd¥T HIA(version 6.4)|[20] for
full simulations. In contrast to theIC@NLO program,PY T HIAprogram has implemented the vector
boson masses with Breit-Wigners, and includgg+ interference terms. For normalization of the LO
predictions of event production rates, a k-factor correction is used from NLO calculations. The k-factor
is defined as the cross section ratio;(NLO) /do (LO).

9
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Forgg — W*W~ events simulation we have usgd2ww MC generator (version 2.4) [23] interfac-
ing to HERWIGandJIMMY programs for parton shower (hadronization) gacollision underlying
events.

2.5 Two approaches to study the anomalous couplings

To overcome the lack of anomalous couplings in the standard ATLAS MC generators, and to avoid full
simulations of all the MC events with possible couplings, two approaches are used in our analysis to
probe the anomalous TGC'’s:

e Re-weighting the fully simulated events
— Generate and fully simulate the diboson events with SM couplings usinyl@@NLO

program. Event acceptances are determined by the fully simulated events.

— Re-weight each fully simulated events. The weights are produced in anomalous coupling
space according to parton level kinematics usingghi program.

— The theoretical 'expectations’ (the vector boggror diboson mass spectra), including those
with non-SM coupling parameters are calculated by using fully simulated events, which pass
the event selection criteria.

— The SM 'mock data’ are produced by MC experiments by simulating and selecting the dibo-
son events.

— Binned likelihood method is used to extract the sensitivities to the anomalous TGC's.
e Fast simulation
— Generate and fully simulate the diboson events with SM couplings usinylC@NLO

program.

— Using Fast-SimulationXT LFAST[30]) program to simulate the NLO MC events with anoma-
lous couplings bYBHO program.

— Correcting the fast simulation (witBHO) by comparing with the full simulation (with
MC@NLO) to determine the acceptance vs. the anomalous couplings.

— Based on the 'mock data’ with the SM couplings, to extract the sensitivities to the anomalous
TGC's.

Detail techniques used to determine the 95% C.L. intervals for the anomalous couplings are given in
the appendix of this note.

10
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3 Review of Tevatron diboson measurements

In this section we present a brief review of measurements of diboson production at the Tevatron. The
purpose is to establish the general status of the field, and to summarize those experimental issues relevant
to the ATLAS diboson physics program.

3.1 Overview of measurements

The CDF and DO experiments have recorded abofib2' of integratedpp luminosity as of August

2007. Recent measurements of most diboson channels are based upon #ibdubfldata. A detailed

review of these results is not appropriate here. What we have chosen to do is present representative
measurements from the CDF or DO experiments with statistics based upfior1.idtegrated luminosity

where available. The goal is to establish the general level of the statistics for Tevatron diboson signals, to
characterize the dominant backgrounds encountered, and to establish the precision of the measurements.

Representative measurements in diboson channels are presented in[Taples 2 to 6. These are limited to
cases where the W/Z bosons are detected ppydetay modes. In addition to the measurement statistics,
the backgrounds and their dominant sources are summarized. The cross sections quoted are as usual for
a Standard Model interpretation of the decay phase space and branching ratios. As shown in the Tables,
there is good agreement between the measured cross sections and theory predictions based upon NLO
matrix element calculations.

For the WW and WZ channels the signals are at the level of tens of events, with a significant signal
just starting to appear in the ZZ channel. The'Ahd Zy channels are measured with photen >7
GeV andAR(ly) > 0.7. With these cuts the statistics are on the order of a thousand events for each of
the Wy and Zy channels with 1fb~! of data. The events of most interest are those without final state
radiation. These can be selected by cuts oh'M(y) > 100 GeVt? andMy(Ivy) > 90 GeVE?. With
these selection the statistics in each of thg&dd Zy channels are on the order of a few hundred events.

The Tevatron diboson measurements have been used to improve on some of the anomalous gauge
coupling limits made at LEP (hep-ex/0612034). By using measuremergp of W=y andW=*Z the
WWy and WWZ couplings can be separately studied. Deviations of the couplings from their SM values
are usually parameterized with a dipole form factor to preserve tree-level unitarity at high energies. For
example for the WW couplings:Ak,(9) = Aky/(1+9A2)? andA,(8) = A,/(1+9A?)? wherey/is the Wy
invariant mass and sets the energy scale of new physics. For the limits on anomalous TGC’s we use the
convention of quoting 1D 95% confidence limits on one parameter with the others set to their Standard
Model values.

The limits set from CDF and DO measurements of the Walkid WWZ TGC’s are summarized in
Tablg 7. The last two lines in the Table are limits obtained fronV¢ti&V— channel under the assumption
thatAx, = Ax; and Ay, = A,. Based upon the current data sets, the general picture is that the linjits on
Ak| and|A| are on the order of 0.2. These limits will improve significantly by combing the constraints
from theWy, WZ andW*+W~ channels, and increasing the data sets using the 5 expected at the
Tevatron.

The current Tevatron studies of the Z Znd Zyy couplings come from DO’s measurements ¢f Z
production. Tabl¢]8 shows the limits for the CP conserving anomalous coupling paramedecth,
using 1.0fb~? of data.

Tevatron diboson measurements in some channels are already limited by systematic uncertainties in
lepton/photon identification efficiencies and backgrounds. We discuss below techniques used for these
measurements at the Tevatron and their systematic limitations.

11
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Table 2: pp —W™W~ (e e,uu, epu)

Data = 95 events from CDF with 0.8b~!

Background = 38t5 events distributed as (DY 30%, W+jets 30% other 40%)
o(data) = 13.6+ 2.3 (stat)+ 1.6 (sys)+ 1.2 (lum)pb

Data = 25 events from DO with 0.28 1

Background = 8.1-0.5 events distributed as (DY 30%, W+jets 50% other 20%)
o(data) = 13.8t 4.1 (stat)+ 1.1 (sys)t 0.9 (lum) pb

o(SM) =12.4+0.8pb

Table 3: pp —W*Z (1T vIt 1Y)

Data = 25 events from CDF with 1.1

Background = 5t0.5 events distributed as (Z+jer50%, ZZ 30% other 20%)
o(data) = 4.3+ 1.3 (stat)+ 0.2 (sys)+ 0.3 (lum) pb

Data = 13 events from DO with 1.00~1

Background = 4.5-0.6 events distributed as (Z+jet€80%, ZZ 20% other 20%)
o(data) =2.7+ 1.7 - 1.%b

o(SM) =3.7+0.3pb

Table 4: pp—Zy(It1-y)

Data = 968 events from DO with 1.{b !
Background = 114 12 events (Z+jets 100%)
o(data) = 4.96+ 0.30 (stat + sys} 0.30 (lum)pb
o(SM) =4.7+0.2pb

Data = 72 events from CDF with 0.2b!
Background = 4.9t 1.1 events (Z+jets 100%)
o(data) = 4.6+ 0.60 (stat + sys) 0.30 (lum)pb
o(SM) =45+ 0.3pb
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Table 5: pp— Wy (I 7)

Data = 323 events from CDF with 0.Z® !
Background = 114t 21 events (W+jets 100%)
o(data) = 18.1+ 3.1 (stat + sys) 1.2 (lum) pb
o(SM) =19.3+ 1.4pb

Data = 273 events from CDF with 0.1f® !
Background = 132 7 events (W+jets 100%)
o(data) = 14.8+ 1.9 (stat + sys)} 1.0 (lum) pb
o(SM) =16.0+0.4pb

Table 6: pp— ZZ (1T 1- 17 1°)

Data = 1 events from CDF with 1.8b~!
Background = 0.03 events (100% Z+jets)
o(data) = 0.75+ 0.6 (stat + sys) .05 (lum) pb

Data = 1 events from DO with 1.0b—1
Background = 0.17 events (100% Z+jets)
o(data)< 4.3pb

o(SM) =15+ 0.2pb

Table 7: Anomalous gauge coupling limits for Wyeind WWZ

Coupling limitsat 95% C.L. A TeV  Data Source

WWy fromW=*y -0.88< Ak, <0.96 2TeV DO with 0.16fb1
-0.20< 4, < 0.20

WWZ fromW*Z -0.12< Ak, < 0.29 2TeV DO with 1.0fb~!
-0.17< 2, <0.21
-0.82< Ak, < 1.27 2TeV  CDFwith1.9b?!
-0.13< 1, < 0.14

WWZ = WWy -0.36< Ak <0.33 1.5TeV DOwith 0.25b!

fromWTW~— -0.31< A2 < 0.33

Table 8: Anomalous gauge coupling limits for Zand Zyy

Coupling limits at 95% C.L. A TeV  Data source

ZZy |h%| < 0.085 1.2TeV DO1.Gb?!
|h}| < 0.0054

2727 |h%| < 0.082 1.2 TeV
|hZ|< 0.0054
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3.1.1 Measuring lepton and photon efficiencies from data

Electron and muon ID efficiencies at the transverse momgndarélevant folW andZ boson decay are
measured reliably using leptons fréirboson decay. At the Tevatron, high-statistics sampl&stmison

decays can typically be triggered and identified using only one of the two decay leptons. This leaves the
second lepton unbiased from the point of view of trigger and offline identification. The rate at which
the unbiased lepton passes the trigger and ID requirements provides a measurement of the respective
efficiencies. The measurement can be performed as a functipp, dfiough forpt > 60 GeV it tends

to be statistics-limited. Fortunately, the efficiencies at hightend to be close to 100% and weakly
pr-dependent.

The lepton efficiency measurement may need to be corrected for the backgrounds present in the
loosely-identified base sample Bfbosons. The background fraction can be measured using a similarly
selected sample of like-sign leptons, and assuming that backgrounds due to mis-identified leptons are
equally likely to produce pairs of like-sign and opposite-sign leptons. Another method used to measure
mis-identification background in th& boson sample is to constrain the mass distribution of the back-
ground using a background-dominated sample selected with the inverse of the lepton ID cuts. The mass
distribution of theZ boson candidate sample is then fit with a sum of a simulated signal lineshape and the
background shape. The background normalization is constrained by the sideband&g bbdmn mass
peak.

Photon efficiency measurement is more difficult to perform, since pure high-statistics samples of
photons are not as readily available as leptons. Various techniques have been employed. One method
exploits the similarity between the electromagnetic calorimeter showers produced by electrons and pho-
tons. The electrons froid boson decays are used to mimic highphotons, and the photon ID cuts are
emulated for electrons and their efficiency measured on the electron sample. The presence of the elec-
tron track is accounted for. To correct for any bias due to differences between electrons and photons, a
detailed detector simulation has sometimes been employed. The simulation is validated and tuned using
the electron efficiency measurements.

A second method for measuring photon ID efficiency has become available as the the statistics of the
data have increased. The sampl&gfevents has become sufficiently large that the final-state radiation
(FSR) sub-sample (photon radiated off a decay lepton) provides a quasi-pure sample of unbiased photons
for efficiency measurement. The FSR sample is selected kinematically by requiring thigt thieee-
body invariant mass lies in tieboson mass peak. Corrections for the mis-identified photon background
can be made using the like-sign dilepton + photon sample, the anti-lepton + photon sample or the events
in the mass sideband region.

Using these techniques, lepton and photon ID efficiencies have been measured with uncertainties of
about 1%. Typically the lepton ID efficiencies are about 90% and photon ID efficiencies are about 80%.

3.1.2 Measuring backgrounds from data

As indicated in a previous section, the dominant backgrounds to be determined from the data are those
due toW+jets andZ+jets events, where the jet(s) are misidentified as lepton(s) (in the cag&/p¥Vv Z

andZZ measurements in leptonic final states) or a jet is mis-identified as a photon (in the casé/gf the
andZy measurements with the leptonic decay of the boson).

The technique used to determine these backgrounds is to weight the appropriate base sample con-
taining jets by the mis-identification rate of a jet or jets. The boson + 1 jet and boson + 2 jets samples are
selected from the data, using the signal selection cuts for the boson identification and requiring additional
jets in the applicable kinematic and fiducial region.

Fake rates for leptons are determined from QCD jet samples. In order to avoid a trigger bias, the
candidate jet is either required to hape sufficiently larger than the trigger threshold, or is required to
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be a sub-leading jet (and therefore a non-trigger jet) in the event. The rate at which candidate jets also
pass the lepton ID cuts is measured as a function opjeand jet pseudo-rapidity. The jet-to-lepton

fake rate tends to be aboutin the central rapidity region and can increase-t@0~2 in the forward

rapidity region, depending on the selection cuts in the forward region.

The lepton fake rate can have a systematic uncertainty of a factob ef2, since the fake rate can
vary significantly due to quark vs gluon differences, and due to the semileptonic decays of heavy flavor
and the variation of heavy flavor content. The dependence of the fake rate on the number of jets in the
event and they-ranking of the jet gives a measure of these systematic variations.

The measurement of the jet-to-photon fake rate follows the same procedure above, with an additional
caveat. The candidate jet sample contains a significant contamination of prompt photons, which bias
the fake rate to higher values. Therefore the prompt photon fraction of the candidate jet sample has
to be measured from the data, and used to correct the observed jet-to-photon faking probability. The
measurement of the prompt photon fraction is performed on a statistical basis using the differences in
characteristics of fake and prompt photons. Most fake photons originate from hard fragmentation of jets
to a leadingr®. Atlow pr, the two photons from the® are sufficiently separated in the electromagnetic
calorimeter to have a discernably wider transverse shower profile compared to single prompt photons.
Prompt photons also tend to be more isolated in energy. At highghe photons fronz® decay merge
and other means of statistical separation are employed. The calorimeter preshower detector is used to
detect the photon conversion signal. Knowing the number of radiation lengths of passive material in
front of the preshower, the conversion probability of single prompt photons and’the yy pair is
calculated, the latter probability being higher. A variant of the second method employs the fact that
prompt photons tend to have a deeper longitudinal shower profile in the electromagnetic calorimeter than
the fake photons. These differences provides the ability to count the total number of prompt and fake
photons. The measured prompt photon fraction increases+r@0% at lowpr to over 80% at higpr,
which makes the true fake rate more difficult to measure at pighn the central rapidity region, where
the full complement of photon ID cuts can be applied, the corrected photon fake rate varies between 10
and 103, with a systematic uncertainty of ordeg.
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4 WTW~ production and the WtW~=2°% and WHW~y couplings

The measurement of th# "W~ production cross section at the LHC will provide an important test of the
Standard Model through the study of the charged triple gauge boson couplings, which are a consequence
of the non-abelian structure of the gauge symmetry gr8uf§2), x U (1)y of the SM [31]. TheN "W~
events produced through the SM process at the LHC are anirreducible background to the Higgs discovery
principal signature proceeding through We'W final state. Understanding the SM™W~ production
and ATLAS detection sensitivity to W-pair events is crucial to the Higgs search program at the LHC.

The dominanWWW production mechanism at the LHC is shown in Figure 2 by the leading-order
Feynman diagrams through the quark-antiquark initial state.

TGC vertex

Figure 2: The Standard Model Tree-level Feynman diagram#/M# production through thgq initial
state in hadron colliders. Thechannel diagram, on the right, contains W&V ZandW Wy trilinear
gauge boson coupling (TGC) vertex in which we are interested.

4.1 WTW-~ signal and background at the LHC
4.1.1 Production mechanism and cross sections

The s—channel diagram in Figulg 2 gives us experimental access /& andWWy triple gauge
boson couplings. Anomalous couplings could results in an enhanced rate of the W-pair production,
mainly in the highpt region of the vector boson or high mass region of the W-pair distributions.

9 ’\:vj_,f’
W

Z/y

TGC vertex

g w W
9
Figure 3: The Standard Model Feynman diagrams/§tw production through gluon-gluon fusion in

hadron colliders. Please note that the Z-exchange triangle diagrams cancel when summed over ‘'massless’
up- and down-type contributions.

Another non-negligible production mechanism of W&V production at the LHC is gluon-gluon
fusion. The Feynman diagrams are shown in Figure 3. This process contributes an additisal
event rate to the tota/W production.

Theoretical calculations of th& "W~ production cross section for the quark and the gluon scattering
contributions topp — WW~ — efve v are given in Tabl¢]9. We list the cross sections calculated
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Table 9: Production cross section for the procesppf~ WW — evev at the LHC (/s= 14 TeV).
CTEQ@M PDF and W decay branching rat®(W — ev) = 0.108 are used in the calculations.

Process cross section (fb), LO cross section (fb), NLO MC program
gq — WW — evev 841+42 1304:65 MCFM (v5.2)
g — WW — evev - 130265 MC@NLO (v3.1)
gg— WW — evev 60+3 - ggeww (v2.4)

by using theMC@LNO(v3.1), MCFM(v5.2), andgg2ww(v2.4) generators, and ti&T EQBM parton-
density-function set. A W leptonic decay branching raBos(W — ev) = 0.108 is also used. The

NLO calculations agree well by using two different programs. We quote 5% uncertainties on the cross
sections. The major contributions of the uncertainties come from the PDF and scaling values used in the
calculations.

4.1.2 Experimental signals and major background

We focus our studies on the pure leptonic decay modes of the W-palitW— — (v +/(7v, (0 =

e, u). The total branching ratio for two lepton flavors in final states is 4.32%. The experinvéntal™
signature in this case is two hid leptons with opposite charge associated with large missing transverse
energyFr, in final states. The other contributions to this final state are considered as the background for
WHW~ — ¢/~ + Bt detection. Major background contributions are from the following process:

o tt — W bW~-b — ¢/~ + X, where the final states contain the bagicW— signature plus an
additional two b-jets. This background can be highly suppressed by rejecting events with large jet
energies.

e Z+ jetsandW + jets where mis-identified leptons are the major sources of background.

e Drell-Yan Z/y — ¢t¢~ andW* — ¢*v), where miss-measured missing-transverse-energy would
fake theW W~ signature.

e Wy andZy, where ay mis-identified as an electron mimics the signal.
e WZandzZz, where mis-detected leptons fake missifg thus mimicking thaV+W— signal.

Many of the background processes listed above have much higher cross sections at the LHC than the
W*W~. In order to establish the ATLAS detection sensitivity of WeW~ events, we have generally
included large fully simulated MC background samples in our studies.

Studies ofNtTW~ — ¢t+ X, (¢ =e, u, 7) are more complicated than pure electron or muon decay
channels due to the short life-time and rich decay modes of the tau-leptons. In this note, we simply treat
the W tau decay events as background.

4.2 Analysis methods and MC datasets

Two independent analyses were conducted by the Michigan and Belgrade groups. The former is based on
the CBNT(Combined Ntuple) [1] datasets (listed in Tdble 10 and TaBle 12). The latter analysis is based
the AOD (ATLAS-Object-Data) based HighPtView|[1] ntuples (listed in Tgblé 11). Basic performance

of the ATLAS detector simulations, trigger simulations and reconstruction efficiencies are cross-checked
in detail, and found to be consistent for both analyses. The event selection strategies and methods are
complementary in the two analyses. The Belgrade group employed a straight cuts method while the
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Table 10: Monte Carlo WVgignaldatasets used in the WW analysis. Cross sections are obtained from
MC generatorsMC@NLO, andgg2ww. We have used the decay branching raBigW — ev) = 0.108.

All the g0 — WW datasets were produced with ATLAS software release 12.0gg4—~ WW event
samples were produced usigg2ww interfacing toHerwig/Jimmy program using ATLAS software
version 12.0.6.5.

Process cross section (fo) Number of events filter efficiency dataset number
9 —WW — etve v 1302 20,000 1.0 5921

g - WW— utvu-v 1302 20,000 1.0 5924

qq — WW — etvuTy 2604 40,000 1.0 5925, 5922

g - WW—tFvr v 1302 20,000 1.0 5927

aqq — WW — efvrTy 2604 40,000 1.0 5928, 5923

qq — WW — uFvrFy 2604 40,000 1.0 5926, 5929
gg—WW— efve v 60.0 20,000 0.96 2821
gg—WW— utvu-v 60.0 20,000 0.96 2824

99— WW — efvutv 120.0 20,000 0.96 2822, 2828

Michigan group used both straight cuts aBdosted- Decision— Treestechnique. In this note we
provide a detailed description of the analysis with straight cuts by Belgrade group and the analysis
with Boosted- Decision— Treesby the Michigan group. For cross-check purposes, we also provide
Michigan’s analysis results using the straight-cuts method in the appendix.

Table lists the ATLAS CSC program producdétt W~ MC data-sets. The production through
qq is generated using ttdC@NLO(v3.1) program (interfaced telERW IG/JIMMY for hadronization
and underlying events), and tlygg — W*W~ is generated using thgg2WW(v2.4) program. Sub-
processes, cross sections and number of events produced are given in the table. If a pre-filter is used,
the filter-efficiency is also given. Final results of this CSC note have used CSC samples produced with
software release version 12.0.6.4. The MC datasets used WTW~ event selections are listed
in Tablg[T1. It shows relevant information for the used process, ATLAS MC CSC dataset numbers, cross
sections, generator filters (summary of cuts applied at the generator level), filters efficiencies, K-factor for
LO cross section corrections, the number of analyzed events and the equivalent integrated luminosities
in fo~1 . One should notice that th& + jetsandZ + jets samples are not listed in Ta 11 for the
AOD based analysis, this is because no events from over 1.1 Ml + jets MC events have been
selected into our final sample. Since the cross sections dMf#+ jets are very large, potentially,
those events could contaminate the WW signature. Based on Tevatron experience\aivd aimalysis
based orCBNT datasets, which has used about 20 MillBAWV + jets events, we estimate that the
W /Z + jets processes could contribute additional 10-15% background. We list in @Ie CBiNg
MC background datasets used in tINeW~ analysis. This table gives the physics final states from the
pp-collisions; the CSC MC production dataset ID’s; the total cross sectiong/8er14 TeV); the ratio,
K, which is defined asnLo/omc; and the decay branching ratio for the corresponding MC final states.
The last column gives the total simulated MC events in each process. All the processes in the list are
forcedW andZ leptonic delays.

4.3 Physics objects reconstruction and lepton ID efficiencies

The major physics objects usedWi*W~ — ¢* v/~ v analysis are electrons, muons, missiag(Er),
and hadronic jets. We describe briefly the object reconstruction and identification process using the MC
datasets produced by the ATLAS software prograf\TSHENA[1].
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Table 11: TheAOD Data-sets (v12.0.6.) used\W™W~— analysis.

Dataset Process c Generator Cuts Filter | K Number L
ID (pb) Eff. of events| fb~1
5921 WW—ee | 1.30 1 1 19900 | 15.3
5924 | WW— uu | 1.30 1 1 17250 | 13.3
5922/25| WW—eu | 2.60 1 1 39850 | 15.3
5923/28| WW—er | 2.60 1 1 39750 | 15.3
5926/29| WW — ut | 2.60 1 1 40000 | 15.4
5927 WW— 77 | 1.30 1 1 19950 | 15.3
5200 tt 833 no all hadronic channels 0.54 1 567600 | 1.3
5144 Z/y* —ee | 1656 Mee > 60 GeV 0.86 | 1.22| 670000 | 0.47
le pr > 10 GeV,|n| < 2.7
5145 | Z/y* — uu | 1656 My, > 60 GeV 0.88 | 1.22| 199850 | 0.14
1u pr > 10 GeV,|n| < 2.7
5146 Z/y*— 1t | 1656 M > 60 GeV 0.047| 1.22| 175500 | 2.2
leor lupr >5GeV,|n| < 2.7
5941 |WTtZ—=Ivll | 29.4 eoru 0.015| 1 49700 | 112.7
5971 |WZ—lvll | 18.4 eoru 0.015| 1 49750 | 180.2
5981 ZZ—llvv | 0.33 2e, (u) 0.67 | 1.2 7950 36.0
pr > 5GeV|n| < 2.7

4.3.1 Electron identification and selection efficiency

Electrons are reconstructed and identified with’dgamma’identification algorithm. An electron can-
didate must satisfy the quality criteria| [1] and kinematic cuts. Quality criteria comprise calorimeter and
track quality cuts, as well as spatial matching andegip (energy/momentum) cut. If an identification
cut is not passed, then a bit is set in a 32-bit variable, calletstd flag (ISEM = 0 means that all cuts
are passed, while IsEM&bitmask = 0 means that only certain parts of the identification criteria are passed
[A]D. Here we use IsEM &8 7FF= 0, meaning that all the cuts but the TRT are passed. The rapidity
coverage for electron identification | < 2.5. Also, the electrons in the two barrel/endcap transition
regions 135 < |n| < 1.57 are excluded.

Itis also required that electrons are isolated. The requirement helps to discriminate the electrons from
WW decays from electrons in processes having a large hadron activity (stijh @&is is illustrated
in Fig. [4 where the distributions of thgr in a cone ofAR = 0.45 around the electron candidates
are presented for WWf and Drell-Yan processes. An electron candidate is considered isolated if the
transverse energlir deposited in a conAR = /N2 + ¢2 of radius 0.45 around the candidate is less
than 8 GeV.

Figure[5 shows the identification efficiency for isolated electrons as a functipp @éft plot) and
n (right plot). This efficiency is calculated as a fraction of true electrons, witpin) ;) acceptance,
having a good matchiAR < 0.02) with reconstructed ones. There is a drop of the efficiency ingew
region, and a slow decrease in high region. The latter is stronger if the isolation criterion is tighter
(i.e. Er <5 GeV forAR = 0.45). Then dependence shows that electron efficiency is lower in endcap
regions. The averaged reconstruction efficiency for such an electr@¥.is+- 0.3)% i.e. 68.6% before
isolation.
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Table 12: MC background samples for WW analysis. The first column indicates the physics final states
from the pp-collisions. The second column gives the ATLAS MC production dataset IDs. The third
collage gives the total cross sectigyig= 14 TeV). The fourth column gives the ratid,which is defined
asonLo/owc. If the MC cross section is given based on NLO calculationsKitegjuals 1, otherwise,

it is the ratio ofonLo/0L0- All the processes in the list are forcéd andZ leptonic delays. The fifth
column gives the decay branching ratio for the corresponding MC final states. The last column gives the
total simulated MC events in each processw+Z andZZ were produced with software release version
12.0.6.4, the rest samples were produced using version 11.0.42.

Process dataset# orgg (fb) K MCBr Nme
WTHZ — ¢rvit e~ 5941 0.2940E+05 1.0 0.0144 27000
W—Z > 0~vite 5971 0.1840E+05 1.0 0.0144 17700
tt — (+X 5200 0.8330E+06 1.0 0.5550 688400
27— 0000~ 5931 0.1480E+05 1.0 0.0045 36400
Drell-Yan(¢¢%)(30 GeV< M < 81 GeV) 4295 0.4220E+07 1.3 0.1010 599000
Drell-Yan(¢+¢7)(81 GeV< M < 100 GeVj 4296 0.4610E+08 1.3 0.1010 499000
Drell-Yan(¢+¢~)(M > 100 GeVj 4297 0.1750E+07 1.3 0.1010 493000
W — ev 4281 0.1580E+09 1.3 0.1072 2494958
W — uv 4280 0.1580E+09 1.3 0.1072 1998396
W — v 4282 0.1580E+09 1.3 0.1072 2493808
W-+JET (E{ : 10— 20 GeV) 4285 0.4350E+08 1.3 0.3216 400000
W-+JET (E{ : 20— 40 GeV) 4286 0.2680E+08 1.3 0.3216 303000
W-+JET (E{ : 40— 80 GeV) 4287 0.1180E+08 1.3 0.3216 300000
W+JET (E{ : 80— 120 GeV) 4288 0.2160E+07 1.3 0.3216 299000
W+JET (E{ > 120 GeV) 4289 0.9080E+06 1.3 0.3216 296000
Z(ee +JET (E{: : 10— 20 GeV) 4270 0.1360E+08 1.3 0.0336 597281
Z(ee +JET (E{ : 20— 40 GeV) 4271 0.8670E+07 1.3 0.0336 398697
Z(ee +JET (E{ : 40— 80 GeV) 4272 0.4120E+07 1.3 0.0336 397524
Z(ee +JET (E{ : 80— 120 GeV) 4273 0.8270E+06 1.3 0.0336 397009
Z(ee +JET (E{ > 120 GeV) 4274 0.3830E+06 1.3 0.0336 198652
Z(up)+JET (E{_ : 10— 20 GeV) 4290 0.1360E+08 1.3 0.0336 597413
Z(up)+JET (E{_ : 20— 40 GeV) 4291 0.8670E+07 1.3 0.0336 396793
Z(up)+JET (E{_ : 40— 80 GeV) 4292 0.4120E+07 1.3 0.0336 776793
Z(up)+JET (E{_ : 80— 120 GeV) 4293 0.8270E+06 1.3 0.0336 396856
Z(up)+JET (E} > 120 GeV) 4294 0.3830E+06 1.3 0.0336 194832
Z(tt)+JET (E‘T : 10— 20 GeV) 4275 0.1360E+08 1.3 0.0336 598783
Z(tt)+JET (E‘T :20—40 GeV) 4276 0.8670E+07 1.3 0.0336 399076
Z(tt)+JET (E‘T : 40— 80 GeV) 4277 0.4120E+07 1.3 0.0336 398972
Z(tt)+JET (E‘T :80—120 GeV) 4278 0.8270E+06 1.3 0.0336 396671
Z(tt)+JET (E+ > 120 GeV) 4279 0.3830E+06 1.3 0.0336 199046
W(év)}/ 4195 0.1420E+07 2.5 0.2144 1996438
W(tv)y 4198 0.1420E+07 2.5 0.1072 687999
Z(Lh)y 4190 0.8910E+06 1.3 0.0672 149742
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Figure 4: Transverse energy deposited in a dtiRe- 0.45 around the electronkeft) and muonsright).
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Figure 5: Electron and muon reconstruction efficiencies as a functipn @éft) andn (right).
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Figure 6: Jet multiplicity distribution ikVW, tt andZ /vy leptonic decay processes. Jets are reconstructed
with an 0.7 cone|n| < 3, andEr > 20 GeV.

4.3.2 Muon reconstruction and identification efficiency

Muons are identified and reconstructed with gt@coalgorithm [1]. Stacoassociates a track found in

the Muon Spectrometer with the corresponding Inner Detector track, and takes proper corrections for
energy loss in calorimeter. The combined muon detection rapidity coverage<s2.5. Minimum Pr

of reconstructed muon track is 5 GeV. The muon is considered to be isolated if the transverse energy,
in a coneAR < 0.45, is less than 5 GeV. A tighter isolation criterion compared to the electron is used,
since thekEr distribution in a coné\R = 0.45 around the muon candidate is narrower than for electron
candidate as illustrated in Hig.4. The muon reconstruction efficiencies as a functgnaofd n are

shown in Fig.[ b (black circles). In contrast to electrons, no dependence on theprusmbserved.

The cracks at) = 0 and the barrel-endcap transition regiorO(& |n| < 1.4) are visible. The averaged
reconstruction efficiency for such a muon{&8.3+0.2)% and 94.9 % before the isolation cut. Muons
have a much higher reconstruction and identification efficiency than electrons.

4.3.3 Jets

The jets are reconstructed using the fixed-cone jet algorithm [1]. The cone size used in this analysis is
0.7. Additionally EI*' > 20 GeV and|n| < 3 is required. In ATLAS Athena software release 12.0.4
(and higher) the jet seed threshold on the transverse energy in a tower i€set 1oGeV, and the final
energy cut on a jet ig > 7 GeV. With this cut the minimum measurable kgtshould be 20 GeV [1].

In spite of this, we usequ > 20 GeV, since minimum measuralifg is important for an efficientt
suppression when applying jet veto. The power of the jet-veto cut to reth@wents is illustrated in

Fig. [§. This figure shows the multiplicity of jets wisl* > 20, andE{®* > 30 GeV, forww;tt andz

events with two reconstructed leptons.

4.3.4 Missing transverse energy

Missing transverse enerdgly, is calculated from the energy deposited in all calorimeter cells and from
muons (Er _EtMissRefFinal [1]). A correction is applied for the energy lost in the cryostat. is

also calculated from truth particles for comparis@ EtMissTruth). Truth and reconstructeldr is
compared shown in Fif] 7 for WW and Drell-Yan events in¢e@anduu channels. In events with real
Er (such asWwW or tt) agreement between truth and reconstrudteds fair while for the Drell-Yan
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process a significant deviation from truth distribution appeaggirchannel where a lardggr tail exists.
The resolution offr, calculated as the difference between truth and reconstrifgtésishown in Fig[ B.
ForWW events, théZr resolution is about 6.5 GeV.
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Figure 7: Comparison of truth and reconstruds&#sin theeeandu u channels for WW and Drell-Yan
processes.

4.3.5 Trigger Selection and Efficiency

The ATLAS trigger consists of three levels of event selection: Level-1 (L1) Level-2 (L2) and event
filter(EF). The L2 and EF together form the High-Level Trigger (HLT). According to the present physics
trigger menu|[1] th&V W~ events are required to pass one of the following High-Level Trigger (HLT)
paths: single isolated electron, e25i (EM25 at L1), or single muon, mu20 (LMU20 or L1 MU40 at

L1) trigger.

Table[I3 shows the L1 and HLT trigger efficiencies for WW events with two opposite sign isolated
leptons, withpr > 20 GeV,| n |< 2.5. The overall trigger efficiency in events with two isolated leptons is
~ 98% ineg ~ 96% inuu and~ 97%eu channel. The L1 muon trigger has somewhat lower efficiency
due to losses in the ATLAS feet region.
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Table 13: L1 and HLT trigger efficiencies in (%) f&d W — ee WW — puu andWW — eu events with
two opposite sign isolated leptongr(> 20 GeV,| n |< 2.5)

1le25i 1mu20 1e25i or Imu20
WW | L1 L1&HLT | L1 L1&HLT | L1 L1&HLT
ee | 100 98.2 0 0 100 98.2

up | 135 0O |984 959 |985 9509
euw | 99.7 879 |853 793 | 100 97.4

4.4 WHTW~ — ¢Tv/~v analysis with straight cuts

Object reconstructed outputd@D) and HighPtView ntuple derived from AOD are used in this analysis.
TheAOD provides uniform access to the reconstructed particles (kinematics, identification variables etc.)
while theHighPtViewset of analysis tools removes overlaps and provides particle pre-selection. In the
pre-selection, the electrons are inserted first, followed by muons and particle jets. Overlaps between the
electron and particle jet are removed usiig=0.2.

4.4.1 Event Selection

TheW W™ selection consists of two steps. In the first step, the basic kinematic selection cuts are applied.
These cuts reject the events with topology clearly distinct from the signal topology and significantly
suppress main background processesdZ/y. In the second step, an additional event topology cut is
applied and the signal to background ratio is further improved. Two options for this additional cut are
considered and, together with the same basic kinematic cuts, labeled as Selection-A and Selection-B.
The set of cuts for the Selection-A and Selection-B are presented in[Table 14.

Table 14: Summary of th&/ "W~ selection cuts. Two options (Selection-A and Selection-B) for the
W*W~ selection are considered.

Selection-A Selection-B

Basic cuts Basic cuts
Cut 1| Lepton cut:p} > 20 GeV,| 1 [< 2.5 || Lepton cut:p} > 20 GeV,| n [< 2.5
Cut2| Jetveto:pl > 20 GeV,| n |< 3. Jet veto:pi® > 20 GeV,| n |< 3.
Cut3 EMiSS> 50 GeV EMiSS> 50 GeV
Cut4 || Mz veto: [Mz —m(I"17)| > 15 GeV || Mz veto:|[Mz —m(I*17)| > 15 GeV

Additional cut Additional cut

Cut5 ¢(1717) < 2 rad o(p; ! EFsy > 179

Cut 1, or the lepton cut, requires two isolated leptons with opposite gign; 20 GeV,| n |< 2.5.
This cut is consistent with the ATLAS trigger system and provides that all the isolated leptons originate
fromW bosons decay. _

Cut 2 is a jet veto. It rejects events with any jegt‘T‘i‘S > 20 GeV) in the rapidity region,n |< 3.
This cut is efficient irtt suppression (Fid.]6) since it contains one or two enerdpjits in addition to
theWtW~ signature.

Cut 3 requireslzr > 50 GeV. The large cut oBr is chosen to reduce potential background arising
from the event pileup and the processes in which particles outside the detection rapidity range, contribute
to theFr. This cut particularly reduces the contributions from #e events (Fig[ P).
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Figure 9: E?‘iss, and lepton invariant mass distributions ¥r"W-, tt andZ/y (Triggered events with
lepton cut.

Cut 4 is theMz veto and it rejects events in whi¢h ¢~ pair originates from & boson decay. This
cut significantly reduces the contributions from thand theZZ events (Fig[ ).

The effects of basic kinematic cuts on signal and main background processes are presented in Tables
[15,[16 andl 17 foeg up andeu channels, respectively. These Tables summarize the number of expected
events after each selection cut, for an integrated luminosity of 4, fand the relative efficiency with
respect to the previous cut (in parenthesis). One can see that the cut efficien@esfar and ey
channels are similar for signal and all backgrounds. An exception is the lepton cut due to difference
in electron/muon reconstruction efficiencies. After the basic cuts, the signal is visikleand ey
channels with a signal to background ra8B ~ 3 — 4. However, these basic cuts are insufficient for
the uu channel, where the signal to background ratio is less than 0.4. This is due to Eq%ﬁ“@mil
in theZ /vy events. The signal to background ratio can be further improved by applying addifioh&l
Selection-A,¢,; < 2 rad, whereap, is the angle between transverse momenta of two leptonSubb
SeIection-B,dJ(p?’r,p?isﬂ < 179, whered is the angle between transverse momentum of the lepton
pair, and the missing transverse momentum. Figufe 10 showsthed thed distributions for botlee
anduu channels. We see that both cuts are efficient in further suppressibtyai uu channel as well
asWW — ¢ andZ — 1t processes.

4.4.2 WTW~ selection results based on straight cut analysis

Tablg 18 gives a summary of the signal efficiencies, the expected number of signal and background events
for an integrated luminosity of 1 fi, and signal to background ratios for Selection-A and Selection-B.
The efficiencies comprise acceptance and trigger, reconstruction and selection efficiencies. The contribu-
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Table 15: Cut flow and expected number of events for lib1! in the eechannel for signal and main
background processes. The relative efficiency with respect to the previous cut is given in parentheses.
The errors shown are statistical or 90% CL in the case of insufficient statistics.

WW \ tt \Z—>ee\ W=z \ zZ \WW—>IT\Z—>M\
20.S. lep. 219.3 | 2363.0 | 340880| 74.4 35.2 27.6 885.0
(16.9%) | (0.5%) | (19.7%)| (10.4%) | (13.3%)| (0.4%) | (0.9%)
Jet veto 107.0 7.6 186840 | 24.1 18.0 10.3 470.0
(48.8%) | (0.3%) | (54.8%)| (32.4%) | (51.1%)| (37.3%) | (53.1%)
Fr 32.0 2.5 < 199 7.8 7.5 3.0 24
(30.0%) | (32.9%) - (32.4%) | (41.7%)| (29.1%) | (0.5%)
Mz veto 25.9 25 - 0.6 0.3 2.1 1.6
(80.9%) | (100%) - (7.7%) | (4.8%) (70%) (67%)
¢ < 2rad 17.8 <19 - 0.3 0.3 0.9 <18
Selection-A| (68.7%) - - (43%) | (86.1%)| (42.9%) -
trigger 17.41.1 - - 0.3+0.1 | 0.3£0.1| 0.8+0.3 -
(97.8%) - - (100%) | (100%) | (97%) -
o(pt, pr) 12.3 <19 - 0.1 0.2 0.9 1.6
Selection-B| (47.5%) - - (14.3%) | (88.0%)| (43%) (100%)
trigger 12.0+0.9 - - 0.1+0.01| 0.2£0.1| 0.9+40.3 | 1.6+1.1
(97.6%) - - (100%) | (100%) | (100%) | (100%)
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Table 16: Cut flow and expected number of events for 51! in the uu channel for signal and main
background processes. The relative efficiency with respect to the previous cut is given in parentheses.
The errors shown are statistical or 90% CL in the case of insufficient statistics.

WW [ tt [Zoppu| WZ | ZZ [WW-lt|Z— 11 |
20.S.lep. | 451.1 4456 | 661234 ] 120.7 | 725 66.7 1987
(34.7%) | (0.99%)| (36.8%) | (16.8%)| (27.4%)| (1.0%) | (2.1%)
Jet veto 203.6 10.9 | 350702 | 39.0 37.3 29.9 1000
(45.1%) | (0.2%) | (53.0%) | (32.3%)| (51.5%)| (44.8%) | (50.3%)
Er 69.3 5.9 863.7 13.9 15.6 7.0 6.6
(34.0%) | (53.8%)| (0.2%) | (35.6%) | (41.9%)| (23.5%) | (0.6%)
Mz veto 55.4 5.1 197.9 25 1.6 5.2 5.0
(80.0%) | (86%) | (23.0%) | (18.0%)| (10.5%)| (74.1%) | (75.0%)
o <2rad 39.0 4.2 <207 1.7 1.4 2.9 0.8
Selection-A| (70.3%) | (83.3%) - (68%) | (88.8%)| (55.0%) | (83.3%)
trigger 36.4:2.2 | 4.24+1.9 - 1.6+0.1] 1.3+0.3| 2.8+0.6 | 0.8+0.8
(93.3%) | (100%) - (94.5%) | (95.6%)| (95.5%) | (100%)
o(pl, pr) 26.9 0.8 <207 1.2 1.1 1.8 <18
Selection-B| (48.6%) | (17%) - (48%) | (71.4%)| (35.0%) -
trigger 25.5+1.8 | 0.8+0.8 - 1.1+0.1] 1.140.1| 1.8£0.5 -
(94.8%) | (100%) - (93.5%) | (95.0%)| (100%) -

tion of gg — WW events is shown in separate columns and yields 4-7% depending whether Selection-A
or Selection-B is applied. With a relatively simple set of selection cuts we can extract 2% of the total
number of produced WW events in electron/muon channels, which amounts to 104 events for an in-
tegrated luminosity of 1 fol. The total background is estimated to be 19, although it has still large
uncertainty from limited statistics of MC samples. After all the cuts a significant contribution originates
fromWW — 7/ in the remaining background.

The resulting (signal plus backgroungh (I) and pr (Il') distributions, for an integrated luminosity
of 1 fb~1, are shown in Figurg 11 and Figire| 12. The contributions of various backgrounds are shown
as shaded histograms. Although the overall signal efficiency is higher after Selection-A, this selection
strongly reduces higpy region of leptons and lepton pairs and therefore strongly reduces sensitivity for
TGCs measurements.

The pr distribution of the leptons obtained after selection "B” is used to estimate limits on anomalous
WW ZandWWy couplings. The method used to obtain limits when only one parameter @f¥&and
WWy couplings is varied is described in more detail in Appendix E. Table 72 summarizes the 95% C.L.
limits obtained when only one parameter of W&V ZandWWy couplings is varied. From the Table
we can see that with increasing integrated luminosity from 1 to 30 flnits will be improved and
precise investigation of TGC will be possible with the first 10fbof LHC data.

4.5 WTW~ analysis using Boosted-Decision-Trees technique

In order to optimize diboson detection efficiencies, we used an advanced data analysis te Blutigfioe]
Decision Trees(BDT)o select events in multi-variable space. Details of this technique can be found in
the references [3]. A brief description of tB®T method is provided as an appendix to this note. In the

27



D RAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/ww.tex D RAFT
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub)

Table 17: Cut flow and expected number of events for i1 in theeu channel for signal and main
background processes. The relative efficiency with respect to the previous cut is given in parenthesis.
The errors shown are statistical or 90% CL in the case of insufficient statistics.

| | ww [ttt | WEZ [WW—lt [ Z— ot |
2 O.S. lep. 620.9 | 6507.1| 36.8 90.3 2544
(23.9%) | (1.4%) | (5.1%) | (0.2%) (2.7%)
Jet veto 291.8 11.8 9.2 42.7 1428
(47.0%) | (0.2%) | (25.0%)| (47.3%) | (56.1%)
Er 93.5 7.5 3.6 12.4 4.1
(32.0%) | (63.9%) | (39.1%)| (29.0%) | (0.3%)
Mz veto 74.4 5.9 2.8 9.7 1.6
(79.5%) | (78%) | (77.7%)| (78.2%) | (40%)
¢ < 2 rad 51.9 <19 1.6 4.9 0.8
Selection-A| (69.8%) - (57.4%)| (55.0%) | (50%)
trigger 50.6+1.8 - 1.6+t0.1| 4.8+0.9 | 0.8+0.8
(97.5%) - (96.1%) | (95.5%) | (100%)
o(pl, pr) 35.9 1.7 0.8 5.0 <18
Selection-B| (48.3%) | (28%) | (28.3%)| (51.5%) -
trigger 35.31.5| 1.7£1.2 | 0.7+0.1 | 5.0+0.3 -
(98.3%) | (100%) | (94.5%)| (95.0%) -

Table 18: Yield of the WW selection for an integrated luminosity of 1fb The errors shown are
statistical only

| Selection-A
efficiency Nww Neotalbkg S/B
gg—WW @q—-WW| gg—-WW oq—WW
ee 2.1% 1.33% | 1.25+0.05 17.4+1.1| 1.440.3 | 13.3t3.0
[ 4.1% 2.80% | 2.43t0.08 36.4t2.2|10.7+2.1| 3.6:0.8
eu 2.8% 1.94% | 3.33+0.13 50.6-1.8| 7.2+1.2 | 7.5+1.3
Il \ 3.0% 2.00% \ 7.00£0.16 104.42.4 \ 19.3t2.4 \ 5.8+ 0.8
Selection-B
efficiency Nww Neotalbkg S/B
gg—WW o@g—-WW| gg—-WW oq—WW
ee 0.94% 0.92% | 0.6£0.04 12.0+09| 2.8t£1.2 [45+19
uu 2.1% 1.96% 1.140.03 255+18| 4.8t1.0 | 5.5+1.2
eu 1.3% 1.36% | 1.54-0.09 353+15| 7.4£13 |50+£0.9
L] 1.4% 1.40% | 3.24+0.10 72.8+2.5 | 15.0-2.0[ 5.1+ 0.8]
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Figure 11: Transverse momentum distributions of leptons after applying kinematic cuts from Selection-
A (left) and Selection-B (right).The distributions are shown for sum of signal and various backgrounds,
and for separated backgrounds for L=1¥b
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Figure 12: Transverse momentum distributions of lepton pairs after applying kinematic cuts from

Selection-A (left) and Selection-B (right). The distributions are shown for sum of signal and various
backgrounds, and for separated backgrounds for L=1.1b
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W*W~ analysis, we have used a one thousand decision trees program, wherein treenbds<2bat
are used to separate signal from background based on the input variables. The input dat8Eor the
analysis must first pass the following event pre-selection criteria:

e Two, opposite charged, higpr leptons €te~, e*u™, or u*u~). The transverse momentum
threshold for each lepton is 10 GeV.

o Br > 15GeV.

The pre-selected MC samples are divided into two equal parts, sample A and B, where sample A is used
for BDT training and B to test performance, or vice versa. The results quoted in our analysis are based
on the test sample performance.

4,5.1 Inputvariables for BDT training

We list below the variables faW*WT — efvuTv analysis. The variables used f™W— — ¢*vi—vy,

(¢ =e, u) analysis are similar. A total 15 variables, listed below, are carefully selected f@Dfe
training and testing. The distributions of these variables are shown in Figure 13. The normalizations of
the distributions are arbitrary.

e R(u) - the muon transverse momentum.

e SumnR in cone=0.4() — muon isolation variable, the sum of trapk around the muon track in a
cone AR = /Ap2+An? < 0.4.

e E(e)/P(e) — the ratio of the electron energy measured in EM calorimetry and the momentum mea-
sured in inner tracker.

e scalar sunk(I)+Jets — sum of the total visible transverse energies from the leptons and the jets in
an event.

e Total recoilE; — total recoil transverse energy in an event.

e \ector sumk(l)+Fr —is the vector-sum of the hadronic energy calculated from lepton and Missing
Er from a formula:| 5;(Er (lepton);) + MissingE .

e Fr/\/(Vector—sunl,Jetg) — is the missing=r over square-root of the total visible transverse
energy.

e NJetsE; > 30 GeV) —is number of jet (with jeEr greater than 30 GeV).

e A¢(e ) —is the dileptonp angle difference.

e R(e+ u)—is the dilepton system transverse momentum.

e Inv. mass(gy) — is the invariant mass of the di-lepton in final state.

e Trans. mass(WW) —is the transverse mass of the W-pair based on lepton and Ejs&migbles.
o A¢(eu,Fr)—is the minimumA¢ between the missinBr and the leptons.

e AZ(e u) —is the vertex Z difference between two final state leptons

e AA(e u) —is the vertex impact parameter difference between two final state leptons

The MC samples for signal and background for the BDT training are listed in [Taple 19, which lists
the MC processes, the evanmeightin the BDT training, the pre-selection efficiencies, the number of
events passing the pre-selection, and the expected number of pre-selected events corresponding to 1
fb~! integrated luminosity.
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Table 19: List of the MC samples fov "W~ BDT analysis and their rate of selection by iNeWT —
efvuTv pre-cuts. Nprecutmc is the number of events selected from the MC datasetNyad 1/ 1p IS

the equivalent number selected for an integrated luminosity of 1 foThe initial trainingweightsfor
different events are given in the second column of the table. The weight is the scale factor between
number of events in the pre-selected dataset to the expected number of eventsin df fifata, so

Nuc x Welght: Nl/fb-

MC Process Weight E;ﬁecut NprecuLMC NprecuLl/fb
WW™ — efvu-v 0.0289 0.388 18233 527.0
WTW~ — utve v 0.0283 0.392 18813 532.9
WHZ — (tvete 0.0196 0.178 4815 94.3
W~Z = (-vite 0.0171 0.200 3537 60.4
tt — ¢+ X 0.6119 0.0332 22849 13981.7
ZZ — 000t 0.0023 0.147 5341 12.5
Drell-Yan(¢+¢~)(30 GeV< M < 81 GeV) 0.9250 0.000267 160 148.0
Drell-Yan(¢¢7)(81 GeV< M < 100 Ge\j 12.1301 0.00129 649 7872.4
Drell-Yan(¢*¢~)(M > 100 GeV) 0.4661 0.00232 1145 533.7
W — ev 8.8254 0.000110 274 2418.1
W — uv 11.0183 0.000152 304 3349.6
W — v 8.8294 0.0000212 53 468.0
W+JET (E{ :10— 20 GeV) 45.4662 0.000085 34 1545.9
W+ JET (E{ :20—40 GeV) 36.9787 0.000238 72 2662.5
W+ JET (E{ : 40— 80 GeV) 16.4445 0.00041 123 2022.7
WH+JET (E{ : 80— 120 GeV) 3.0202 0.000378 113 341.3
W4 JET (E{ > 120 GeV) 1.2825 0.000287 85 109.0
Z(ee +JET (E{ :10— 20 GeV) 0.9946 0.000206 123 122.3
Z(ee +JET (E{ :20—40 GeV) 0.9499 0.000554 221 209.9
Z(ee +JET (E{ : 40— 80 GeV) 0.4527 0.00118 468 211.9
Z(ee +JET (E{ : 80— 120 GeV) 0.0910 0.00103 408 37.1
Z(ee) +JET (E} > 120 GeV) 0.0842 0.000790 157 13.2
Z(up)+JET (E{ : 10— 20 GeV) 0.9944 0.000822 491 488.2
Z(uu)+JET (E{ : 20— 40 GeV) 0.9544 0.00123 489 466.7
Z(uu)+JET (E{ : 40— 80 GeV) 0.2317 0.00176 1365 316.2
Z(uu)+JET (E{ : 80— 120 GeV) 0.0910 0.00205 813 74.0
Z(uu)+JET (E} > 120 GeV) 0.0859 0.00327 638 54.8
Z(t7)+JET (E{ :10— 20 GeV) 0.9921 0.00314 1883 1868.1
Z(t7)+JET (E{ :20—40 GeV) 0.9490 0.00423 1688 1601.8
Z(tt)+JET (E{ : 40— 80 GeV) 0.4511 0.00623 2487 1121.8
Z(tt)+JET (E{ : 80— 120 GeV) 0.0911 0.00903 3582 326.2
Z(tt)+JET (E+ > 120 GeV) 0.0840 0.0150 2984 250.8
W(ev)y 0.1525 0.000231 462 70.5
W(tv)y 0.2213 0.0000436 30 6.6
Z(L)y 0.5998 0.000347 52 31.2

31



D RAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/ww.tex D RAFT
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub)

WW(red) vs. allbkgd(blue) WW(red) vs. allbkgd(blue)
10000 2000 5000
25000 —
5000 —| 1000 7JN’_'/JJN’/JW\T 2500 —
) H———— 0 A——— 04— ot
1000 2000 3000 2000 4000 1 2 3 1000 2000 3000,
Pt(mu) x10° Sum Pt in cone=0.4(mu) Aphi(e,mu) Pt(e+mu) x 10
5000 10000
5000 |
10000 —|
2500 4 5000 —
1 [ e e e I e 0 ——— T 0 ——
0.5 1 L5 2 25 2500 5000 7500 l()()(]O7 1000 2000 3000 4000q 2500 5000 7500 10 007
E(e)/P(e) scalar sum Et(l)+Jexs!0 Inv.mass(e,mu) x10° Trans.mass(WW) x10°
4000 10000 5000
10000 —
2000 — 5000 — 2500 —
0 — e —— A e o
500 1000 1500 2000 4000 1 2 3 04 02 0 02 04
Total recoil Et x 10 Vector sum Et(1)+MET" Aphi(emu,MET) AZ(e,mu)
10000 — 20000 | H 5000 |
0 ——————— 0 Huu"" )
500 1000 1500 2000 0 25 5 75 10 -1 0.5 0 0.5
MET/sqrt(Vect sum(l,Jets)) NlJets(Et30 GEV) AA(e,mu)

Figure 13: Distributions of the BDT training input variables f&*W* — e“vuTv analysis. Red
histograms are foV "W~ signal, and the blue are for all the background.

4.5.2 The outputs of theBDT analysis

TheBDT-output for each event is a sum of teeoresover all the decision-trees. If an event is classified

as asignalin a tree, the score from that tree for this event is +1; otherwise, -1. Thus, a high score means
the event is most likely signal, and a low score, most likely background. BDWE output spectra for

signal and background from the statistically independent testing samples are shown irj Figure 14. The
red histogram (in the positive score side) is WeW~ eventsBDT output distribution, and the blue
histogram (in the negative score side) is the overall backgr&Did output distribution.

We use theBDT output as our ‘discriminator’ to separate signal from background by applying a
cut on the BDT-output spectrum. Ta@ 20 presents the detection sensitiviti®&Nor> e vuTv with
variousBDT output cuts. For a total integrated luminosity of 1t we list the selected number of signal
events Nww), the backgroundNyig) events, the corresponding signal efficiency ), and signal to
background ratioNww/Nbkg). In the last row are the expected numbers of signal and background events
for 1 fo~! using straight cuts analysis. Detailed selection criteria for this straight cuts analysis are given
in appendix. events that are available in @BNTs than the analysis presented in section of 'Results
based on straight cut analysis’.

The overallBDT selection efficiency is about 15% forBDT cut greater than 200. The signal to
background ratio is 5.2. With the straight cuts analysis, the overall signal selection efficiency is 6.5%
with a signal to background ratio of 2.

TheBDT has also been applied g — WTW~ — ¢T v/~ v events. The overall selection efficiency
is less than 5%. Thus, the total contribution to W&W— events from the gluon-gluon fusion process is
expected to be less than 2%.

Background contributions from different SM processesdon™ + Er signature are listed in Ta-
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Figure 14: Distributions of th&DT-output spectra. Red histogram is for WW signal events, and the
blue, is for all the background.

Table 20:WW — eu + Et detection sensitivities in terms of accepted signal and background events for

1 fb~! luminosity. Results from the BDT analysis applied with different BDT cuts are compared to that
with the straight cut analysis. The BDT and straight-cut efficiencies are relative to the pre-cut output.
Thus, the overall WW detection efficiency based on straight-cut analysis is 6.8856¢00.168), and for

BDT based analysis is about 15% for a BDT cut at 200. The contribution from tau decays of a W is not
included in these results. See Tablé 21 for the contributions from tau final states as well as a breakdown
of the background for a BDT cut at 200.

Cut Eftvw(%)  Nww—evpv Nbkg Nww/Nokg
Pre-cuts 38.5 1059.9 42884 0.025

BDT > 200 39.6 41924 3.5 80.8:6.0 5.2
BDT > 220 34.9 3703 3.3 50.6:4.4 7.4
BDT > 250 27.4 290329 25429 115
BDT > 270 22.3 236526 19.6:2.5 12.4
BDT > 290 17.3 183.£2.3 10.6t1.7 17.3
BDT > 300 14.8 156521 8315 18.7

Straight cuts 16.8 178.0 88.8 2.0
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Table 21: Major background contributions iWW — evuv with BDT cut> 200. The number of events
are normalized to 1 fbt integrated luminosity.

Type MC Process Nselected BKg. %
Signal WW—evuv 4200 -
W'’s decay to tau's WW — evtv 6.6 -
WW — uvty 9.0 -
WW — tvtv 0.4 -
Background Total 80.8 100.0%
tt 36.7 45.4%
WTZ — vy 12.1 15.0%
W~Z — vy 9.26 11.5%

Z(up)+JET 4,58 5.7%
Z(zt)+JET 10.95  13.6%
Drell-Yan — ¢¢ 5.12 6.3%
Wy — Ly 1.75 2.2%
27— 00er 0.34 0.4%

ble[21. Major background comes frothand other diboson final states. The contributions from tau
decays of th&VW — {7+ X — eu+ X (¢ =e, u, t) processes are also given in this table.

We show in Figur@5 the distributions of the transverse mass of the WNsa{{\(W)) before and
after the BDT-output cut (left plot), and tHBDT selection efficiency as a function of tier (WW). The
selection efficiency drop in the high end of thie (WW) spectrum is due to the effective rejection of the
events with jets in final states.

Using the same pre-selection criteria and similar input variables fdBINE training, we also per-
formed BDT analysis oW "W~ decays toe"ve v and tou*vu~v final states. Tablg 22 shows the
BDT analysis results foWW — u*vu~v event selection. The numbers of events are normalized to
1 fb~! integrated luminosity. Pre-selection efficiencies and the signal to background ratios for different
selection cuts are given in this table.

Table[ 2B shows background contributions from different SM processes when applying the BDT cut
at 290. It is clear that thit is the major background. In this table are also the contributions from the tau
final states from th&/*W~— events for a BDT cut at 290.

Table[ 24 shows thBDT analysis results foWW — e ve~ v event selection. The number of events
are normalized to 1 fb' integrated luminosity. TabIEjZS shows the breakdown of the background
contributions from different SM processes. The BDT cut is applied at 240. Similar to other channels
above, the major background again is fromtthevents.

4.5.3 Estimate the uncertainties for cross section measurements

The uncertainties of thé/W production cross section measurement include both statistic and systematic
errors. Based on our current studies, we expect that systematic errors would dominate when integrated
luminosity reaches 10 fit . In principle, all the systematic uncertainties should be determined with data

or Monte Carlo simulations by changing the selection cuts or simulation parameters. For this note, we

plan mainly to use the Tevatron experiment quoted systematic uncertainties. We list the systematic errors
below.

e 6.5% luminosity uncertainty (based on Tevatron Run Il initial luminosity uncertainty quoted in
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Figure 15: The left plot: the distributions of the transverse mass of the WidaiwW{W)) before and
after the BDT-output cut> 200); The right plot: theBDT selection efficiency as a function of the
M1 (WW). The last bin is the sum of all the overflow bin.

Table 22: Results foWW — pvuv with different BDT cuts assuming 1 f integrated luminosity.

The BDT efficiencies are relative to the pre-cut output. Thus, the overall efficiency for the signal in this
channel is about 6.6% when applying a BDT cut at 290. The contribution from tau decays of a W is not
included in these results. See Tablé 23 for the contributions from tau final states as well as a breakdown
of the background for a BDT cut at 290.

Cut Effww(%0) Nww pvu v Npkg N\NW/kag
Pre-cuts 42.7 581.1 145791.6 0.004
BDT > 200 39.1 226925 2934125 0.8
BDT > 220 33.1 1922 2.3 174.2£9.6 1.1
BDT > 250 25.1 1459 2.0 68.8: 5.7 2.1
BDT > 270 20.0 116.% 1.8 40. 4.4 2.9
BDT > 290 15.5 90.31.6 20.2- 2.8 4.5
BDT > 300 13.6 78.%1.5 159t 2.4 5.0
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Table 23: Event selection f&WW — uvuyv process with BDT cut 290. Numbers of events for each
process listed in table are normalized to 1%b

Type MC Process Nselected BKg. %
Signal WW — uvuv 90.3 -
W’s decay to tau’s WW — uvtv 15.7 -
WW — tvtv 0.6 -
Background Total 20.2 100.0%
tt 10.8 53.5%
W*Z — v 42 20.8%
W~Z — tvid 27 13.4%
ZZ — 00pr 0.8 4.0%
Drell-Yan — ¢¢ 0.6 3.0%
Z(uu)+JET 0.9 4.5%
Zy— 0.2 1.0%

Table 24: Event selection faWW — evev process with variant BDT cuts. Numbers of events for
each process listed in table are nomalized to I fb The BDT efficiencies are relative to the pre-cut
output. Thus, the overall efficiency for the signal in this channel is about 4% when applying a BDT cut
at 250. The contributions from tau decays of W’s are not included in these results. See Table 25 for the
contributions from tau final states as well as a breakdown of the background for a BDT cut at 240.

Cuts Effvw(%) Nww—evev  Nokgd  Nww/Nbkgd
Pre-cuts 28.0 380.8 37612.0 0.01
BDT > 200 25.8 98.1+1.8 49.45.2 2.0
BDT > 220 20.5 78.8:1.6 244 3.6 3.2
BDT > 240 15.9 60.51.4 13.4-2.8 4.5
BDT > 250 13.9 528613 7.42.1 6.8
BDT > 260 11.8 45812 4.1 14 10.9
BDT > 270 10.1 38.51.1 1.8:-0.7 215
BDT > 290 6.6 25.60.9 1.6:0.7 24.6

Table 25: Major background contributions #WW — evev with BDT cut > 240.

Type MC Process Nselected Bkgd. %
Signal WW — evev 60.5 -

Decay to tau WW — evty 7.6 -
WW — vty 04 -

Background Total 134 100.0%
tt 10.84 80.6%
Drell-Yan—¢¢ 1.5 11.2%
W+Z — vil 0.55 4.1%
W~=Z — vl 0.41 3.1%
others 0.15 1.1%
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physics paper.)
e 3% PDF errors.
e 5% scaling uncertainty (for NLO calculations)
¢ 3% uncertainty on lepton identification acceptance (both for electrons and for muons)

e 15% background estimate uncertainties mainly due to limited MC data sample statistics. (Our
current background statistical uncertainties range from 12% to 18%. Tevatron experiments have
used data to estimate the background: typical uncertainties for diboson physics analysis are around
10% for 1 fo! data.)

e 5% uncertainty due to energy scale uncertainties (considering initially 10% on hadronic energy
and 3% on lepton energy, which could contribute to uncertainties in cross section measurements
ranging from 3% to 7% based on Tevatron and our studies).

We have used Log-likelihood method to *fit’ thé+W—production cross sections for different inte-
grated luminosities. The MC experiments were run 100 times to determine the measurement uncertain-
ties. The procedure is briefly described below.

e Use the binned Log-likelihood function based on BDT output spectra for signal and background :

—2LnL = -2 Ln|_| PI(NObS; Ns(G)—l—NB), i =1, Npin

whereP(n; 1) = A"e * /n! is the Poisson distribution functiof, is the mean value of the expected
signal plus background eventsis the 'observed’ number of events. Please note that the expected
number of signalNs is a function of the WW production cross sectiar) (

e The 'observed’ events are randomly selected from MC samples (based on Poisson distributions)
with additional 9.2% systematic errors add to the 'data’ selection. By varying the cross section the
maximum likelihood function value is found. The corresponding cross section value represents
the 'measured’ cross section.

e Run the MC experiment 100 times with different 'observed-data’ to fitWheW~ production
cross sections. The standard deviation (RMS) of 100 fitted cross section distributions is taken as
the measurement error.

The MC experimenBDT output spectra are shown in Fig 16 WrWT — etvuTv detection.

The left plot shows 'data’ for 0.1 fot integrated luminosity (dots) compared to MC expected ’signal’
(red histogram) and ’background’ (blue histogram). The right plot shows the same fot irftegrated
luminosity.

To understand the optimal cut on tB®T spectra for cross section measurement, the cuts on the
BDT spectra were varied and the cross section measurement was performed[ Higure 17 (left plot) shows
the cross section measurement error as a function of the BDT cut for different integrated luminosities.
The optimaBDT cut is around 200. The right plot of the Figlird 17 shows the relative errors as a function
of integrated luminosity (witlBDT spectrum cut at 200). Here the systematic error starts to dominate
after 5fo ! integrated luminosity.

Following the same procedure as described above, the same studies were condwted/ for—
utvu~v detection. FigurEJ]S shows MC experimerB®T spectra foru*u~ + Er final state. Fig-
ure[19 shows cross section uncertainty studies related ®ffecuts and to the integrated luminosities.
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Figure 16: MC experimerBDT output spectra foW*WT — efvuTv detection. The left plot shows
'data’ for 0.1 fb! integrated luminosity (dots) compared to MC expected 'signal’ (red histogram) and
'background’ (blue histogram). The right plot shows the same for 1 fintegrated luminosity.
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Figure 17: Left plot: the relative errors for cross section measurement as a function of the BDT cut.
The optimal BDT spectrum cut should be around 200. Right plot: the relative errors as a function of
integrated luminosity (with BDT spectrum cut at 200). From this plot, we see that systematic error starts
to dominate after 5 fb! integrated luminosity.

38



D RAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/ww.tex D RAFT
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub)

- 5 -1
104—3 ATLAS (0.1 tb l) ¢ MC Data 10 E ATLAS (1 fb™) ¢ MC Data
; — Signal+Background : — Signal+Background
ﬁ;_ — Signal(ww—pvuv) 10 4—; — Signal(ww—pvuv)
10 = ]
] Background Background
] 104
|
: 10
10 < ]
10 A
1 3 1
AU R A R R D S L A S L LA LN WAL B
-1000 -800 -600 -400 -200 0 200 400 600 800 -1000 -800 -600 -400 -200 0 200 400 600 800
BDT Output BDT Output

Figure 18: MC experimerBDT output spectra foW "W~ — u*vu~v detection. The left plot shows
'data’ for 0.1 fb! integrated luminosity (dots) compared to MC expected ’signal’ (red histogram) and
‘background’ (blue histogram). The right plot shows the same for % fintegrated luminosity.
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Figure 19: Left plot: the relative errors for cross section measurement as a functionBDiheut.

The optimalBDT spectrum cut should be around 240. Right plot: the relative errors as a function of
integrated luminosity (with th&DT spectrum cut at 240). From this plot, we see that systematic error
starts to dominate after 10fh integrated luminosity.
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4.6 Sensitivity to charged anomalous couplings

Studies ofNV*W~ production allow measurement of both ¥WaV Zand theV Wy couplings. At present,
theory and experiments (at LEP) are in agreement to within 3-10% [4]. From our study, we expect that
LHC could improve the sensitivity significantly with the first 10 - 30 tbintegrated luminosities. In

this section we describe the-weighting method and the results from this method for anomalous TGCs.
Another study whose results are included in an appendix, has used fast simulation method.

4.6.1 Re-weighting and fitting method

To study the the anomalous couplings, the W-pair transverse mk$8U\W)) spectrum is fitted. The
method used to determine the anomalous coupling sensitivity intervals is described below.

e Generate th&®/ "W~ — ¢/Tv/~v events in a coupling parameter spagdd). Each point of the
grid corresponds to a pair of coupling parameters. Monte Carlo events are produced BittGhe
NLO generator|[21], which has the capability to produce events with non-SM values\6WA\th&
andW Wy couplings. 5 million events per grid-point with pre-filter cpk(> 20 GeV, |n¢| < 2.7)
were generated. THBHO generator has been cross-checked to be consistent wiM@@LN O
generator using the SM couplings. The output of B0 MC program in eaclgrid point is a set
of distributions of the differential cross sectionsdaf /d pr (V) anddo /dMr (VV).

e Each fully simulated event ige-weightedat generator level based gr (V) andMr (VV) distri-
butions. Theweightis determined by differential cross section ratio,

weight= do (non-SM) /do (SM).

Examples can be found in Figyre| 20, which shows (left plot) the transverse mass distributions of the
W-pair for the SM couplings compared to anomalous couplings, and (right plot) the corresponding
differential cross section ratio, which will be used to re-weight the events.

e Event selection using thBDT algorithm. FolWW — evuv process, thé&DT output is cut at
greater than 210, resulting wy = 3936 andv, = 69.4. An MC 'observation’ is simulated by
pulling selected signal events with Poisson fluctuations from an independent subset of the sample
corresponding to a desired integrated luminosity. The background 'observation’ is simulated by
using the total backgroun®t or pr distributions with Poisson bin-by-bin fluctuations. Follow-
ing this procedure the 'observationm = ns+ n, is made for in each bin for likelihood function
calculations. For example, Figure]21 afd] 22 show the MC experiment WW transverse mass
distributions for 0.1 and 1 fb' integrated luminosities. The 'cross’ shown in the plots are 'obser-
vations’, the expected background, and signal+background with SM prediction superimposed with
anomalous coupling predictions are shown as histograms in the plots. The last bin of the plots are
the "overflow’-bin.

e Finally, the Log-likelihood is fit in anomalous coupling space with the quadratic functions. Fig-
ure shows the one dimensional anomalous coupling parameter fits with IME data. The
same fitting procedure is followed for 0.1, 1.0, 10.0 and 30.8 fvIC data. For one-dimensional
fitting,only one parameter is varied; the remaining parameters are fixed to SM values.

4.6.2 Charged anomalous TGC sensitivity iWw+tW— analysis

One dimensional anomalous coupling sensitivity intervals at 95% CL are given[Tgble 26. The cutoff
A = 2TeV is used in our calculations. For two-dimensional AC limits from\W&W ~ production the
following scenarios relating the anomalous coupling parameters have been investigated:
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Figure 20: Left: WW transverse mashlr, distributions. Events are generated with the SM cou-

pling (black) and anomalous couplings (color); Right: the corresponding differential cross section ratio,
do(non— SM)/do(SM).
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grated luminosities. The last bins in the plots are 'overflow’-bins.
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Figure 23: Anomalous coupling parameters Likelihood fitting for 1}fiMC data.

Table 26: One-dimensional 95% C.L. interval of the anomalous coupling sensitivities from the WW final
state analysis for 0.1, 1.0, 10.0 and 30.0 integrated luminosities.

Int. Lum. Akz Az Ag? Ak, Ay
(fo~1) 95% conf. 95% conf. 95% conf. 95% conf. 95% conf.
0.1 [-0.242,0.356] [-0.206, 0.225] [-0.741,1.177] [-0.476,0.512] [-0.564,0.775]
1.0 [-0.117,0.187] [-0.108,0.111] [-0.355,0.616] [-0.240,0.251] [-0.259, 0.421]
10.0 [-0.035,0.072] [-0.040,0.038] [-0.149,0.309] [-0.088,0.089] [-0.074,0.165]
30.0 [-0.026,0.048] [-0.028,0.027] [-0.149,0.251] [-0.056,0.054] [-0.052,0.100]
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Figure 24: Two-dimensional anomalous coupling parameters fitting for 0.1 --30¥bC data based on
the HISZ assumption to relate the coupling parameters.
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Figure 25: Two-dimensional anomalous coupling parameters fitting for 0.1 30N data. For these
fit, we have assumed = y in parameter spacéx; = Ax,, Az = A,.
e The simplest HISZ scenarib [26] with only two free parameters.
Ag =Axz(C—9), Ay=20k,C/(C—9), Az=2y.

whereC = cos6y, S=sirf6y. Figur shows the two-dimensional anomalous coupling pa-
rameter fit using the HISZ assumption.

e AssumeZ andy parameters are the same. This has three free parameters.
AKZ = AK'y, QLZ = ),y,
Figureg 2% shows the two-dimensional Anomalous coupling parameter fit based on this assumption.

There are other assumptions relatedM&V ZandWWy anomalous couplings used in LEP and in
Tevatron studies, such as

e the “LEP assumption”. This has three free parameters.

Ak, = (C/S)(AgF —Akz), Az =2, where C=cos6y, S=sirféy,

e No constrains on the anomalous coupling parameters.
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4.7 Summary ofWTW~ production studies

In this section a study of ATLASV"W ™ detection sensitivity based on 30 million fully simulated Monte
Carlo events has been presented. A straight cut analysis predicts that for the first106tpgrated
luminosity ATLAS experiment could detestl1 dilepton plus large missirigr events asV* W~ event
candidates. Th&/™W~ signal purity should be better than 80%. Using the Boosted Decision Trees we
expect to detect- 72 ¢ ¢~ + Ey events with signal purity better than 85%.

Using the maximum likelihood method and one-dimensional fittings, we could set the 95% confi-
dence limits on the anomalous coupling parameters as the following:

—0.026< Akz < 0.048 —0.028< Adz < 0.027, —0.149< Ag% < 0.251,

—0.056< Ak, < 0.054 —0.052< A4, <0.100

with 30 fo~! integrated luminosity. Notice that from ttw¢*W— diboson production one can obtain
betterAx-type parameter limits compared to that from W& andWy production studies. However,
betterA-type parameters can be obtained fidiZ andWy diboson final state studies.
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5 W=*Z9 production and the WW~Z° coupling

5.1 W*Z0 signal and background at LHC
5.1.1 Production mechanism and cross section

TheW*Z° production at hadron colliders is exclusively the result oMWV~ Z° trilinear gauge boson
couplings. The SM tree-level Feynman diagrams are shown in Highre 26.

TGC vertex

ql
Figure 26: The SM Tree-level Feynman diagrams Wt Z° production in hadron colliders. The
s—channel diagram, on the right, contains WeW~Z° trilinear gauge boson vertex of interest.

TheW*W~Z° gauge coupling, on which the production cross sectiopp — W+Z°) depends, is
predicted by the SM to be-ecotfy, wheree is the positron charge arjy is the weak mixing angle.
The SM predicts the total/*Z° production cross section to be.2%b and th&V-Zz° production cross
section to be 18 pb [15], [16]. The difference between(W+Zz%) ando(W~Z°) is due to the parton
density function (PDF) difference between the quarks that can pair to produce positively and negatively
charged states at the proton-proton LHC. Compared to the Tewatrat? production cross section,
3.68+0.25pbat/s=1.96 TeV, then* % production cross section at the LHC wigfs = 14 TeV will be
more than 10 times higher. Thus, ATLAS should have much better sensitivity to the anomalous couplings
compared to the Tevatron experiments.

Table 27: Monte CarlaV*Z° signal datasets used in th&*Z° analysis. The leptonic decay chan-

nels include two lepton flavors: electrons and muons. The cross sections are scaled by 3.5% based on
cross sections calculated BC@NLO. This is accounts for additional trilepton events dueZ?(;Sy*
interference within th&%-mass windowMyo + 15 GeV.

Process ot x Br (fb) Number of events dataset number
WHZ — (Tvit i 441.7 50,000 5941
W=Z— (~viti 276.4 50,000 5971

5.1.2 Experimental signals and background

This analysis focuses on the pure leptonic decay channels @tz events,
w*z0 — efvete”, utvete , efvutu~, uFvutu.

These channels, although with only a total 1.5% branching ratio, have the cleanest experimental signa-
ture. Experimentally, we are looking for events with three high(transverse momentum) leptons plus
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missing transverse energid&r( due to final state neutrinos. The analysis method therefore requires
high lepton identification efficiencies, and high rejection power of fake leptongarftcom other SM
processes.

Major background fow*z% — ¢*v¢+ ¢~ signal come from the following processes:

o 7070 — ¢+ ¢~ ¢t ¢~ with one lepton undetected,;
o 70+ jets— ¢/~ + X with a jet faking a lepton;

o tt = WHW-bb— (+0+0+X;

Z%+y — ¢4~ 4+ X with a photon fake an electron.

Monte Carlo samples for signal and background usetf#z° analysis are listed in Table 8. The
diboson andt events were generated usiftC@LN O generator (v3.1). The parton-shower and under-
lying events are simulated with théERW IGandJimmyprograms. Detector simulation, digitization
and reconstructions are done with ATLAS software release 12.0.6.4. No pre-filter has been applied to
MC generated events for simulations. Other backgro@dH(X) events are generated wity THIA
program. The detector simulations, digitizations and reconstructions for those background events are
done with software release 11.0.42.

5.2 Analysis

In following sections, we will first describe the physics objects (electron, migpand jets) identifica-
tion and lepton selection efficiencies. Following that we will show in detaiMiiez® event selection
criteria, based on pre-selection and final selections:

e Pre-selection with relatively loose cuts.
e Further selection with

— Tightened straight cuts.
— The Boosted Decision TreeBIDT) technique.

Finally, based on the expected signal and background from/th° event selection, we determine
theW+Z0 cross section measurement uncertainties, and extract the ATLAS experiment sensitivities to
thew+W-Zz° anomalous couplings as a function of integrated luminosities.

5.3 W*Z — (Tv/T¢~ analysis
5.3.1 Lepton identification efficiency determined by tag-probe method.

The major physics objects usedWi-Z° analysis are electrons, muoiis,, and hadronic jets. We use the
same methods of object reconstructions and identifications as described/ii tie analysis section
except that the lepton isolation cuts are applied during the event selection process. In this section we
present the muon identification efficiencies usinggprobe method which has been used at Tevatron
data analysis (see Sectjon 3]1.1).

The fully reconstructed final states froA? decay offer distinct advantages. In particular, muon
identification efficiencies can be determined withaay and probe’method usingZ® — putu~ events.
In this method one of the muons, passing tightened selection cuts, is usethgsvhile the other
muon is used as probeto determine the selection efficiencies. Figuré 27 shows the muon detection
efficiency as a function of muopt and as a function of muon. For comparison we also show the
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muon reconstruction efficiencies obtained from the M@h information where a muon is considered
reconstructed if its track is matched to ttneth track within ann - ¢ cone ofAR= 0.01. We see that
muon identification efficiencies determined by both methods agree very well. A similar technique may
also be used to determine electron identification efficiency.
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Figure 27: (a) left: the muon reconstruction efficiency as a function of nporib) right: the muon
reconstruction efficiency as a function of rapidity

5.3.2 Pre-selection of thaV+=Z° events

The pre-selection of th&v*Z° events is done by identifying three leptons ahg in an event with
characteristics consistent withboson dilepton decays aid boson leptonic decays. The pre-selection
criteria are:

e Select at least three leptons from electrons and muons as WtiWg~ Section excluding the
isolation cuts. All leptons have transverse momengun> 6 GeV, while at least one hgas >
25 GeV.

e MissingEr > 15 GeV.

e Identify aZ-boson by invariant mass matching:
The best invariant mass froefe™ or fromu™p~ pairs must be withir{91.18+ 20) GeV.

e Identify a W-boson:
The third lepton (not associated to tA® must havepr > 15 GeV, and the transverse madd; |
determined by the third lepton and tie falls in the range 10 GeV to 400 GeV.

The overall pre-selection efficiency fvtz° events is 25.8%, and faW—Z° events is 29.3%. The
difference of the acceptance fr*z° and forw~2Z° is due the leptons decay fromi* andW— have
differentn distributions. Tablg 28 summarizes the signal and background pre-selection results, while the
figures below show distributions of signal superimposed with background after the pre-selection.

The overall trigger efficiency fon*Z° events with trileptons in final state is 98.86% which is deter-
mined by combining the single lepton and dilepton triggers.

° Figure shows (a) the leptgrr distributions associated with ti# decay final state, and (b)
lepton pr distributions selected frow/* decays.

e Figure[29 shows (a) the missing transverse energy distributionAg(lpetween the missingr
and the third lepton associated wit¥i" decays.
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Table 28: MC data samples usedWi-Z° analysis. The first column lists the physics process. The
total cross sections, the k-factors, branching ratios for the generated MC events, the total produced and
preselected number of MC events, and normalized number of events for Hiber pre-selection and
the initial weights for BDT training are given.

MC process o(fb) K Br Nmc  Nprecut N/fb Weight
W+HZ0 — ¢tveti 0.2940x10° 1.0 0.0144 26550 6848 136.4 0.0199
W20 — ¢=vite- 0.1840x10° 1.0 0.0144 17450 5118 88.7 0.0173
2Z— (Tt e 0.1486x10° 1.0 0.0045 35700 8597 20.4 0.0024
tt — ¢+ X (McAtNIo Jimmy) 0.8330x1C° 1.0 0.5400 604750 1071 746.0 0.6966
Z()y 0.8910x1C° 1.5 0.0672 999742 111 10.0 0.0898
vy (Pythia) 0.7100x10° 1.0 1.0000 45300 0 0.0 1.5673
Drell-Yan(¢+¢~)(30 GeV< M < 81 GeV)  0.4220x10° 1.3 0.1010 1000000 16 8.9 0.5541
Drell-Yan(¢+/~)(81 GeV< M < 100 Ge\j  0.4610x10° 1.3 0.1010 3284999 406 748.1 1.8426
Drell-Yan(¢¢~)(M > 100 GeV) 0.1750x10° 1.3 0.1010 971000 271 641 0.2366
Z— putu~ (JimmyM = 150GeV) 0.1750x10" 1.0 0.0336 43000 33 36.1 1.0940
Z(pp)+JET (Pythig) 0.8270x1° 1.0 0.0336 35000 20 12.7 0.6351
Z — ete (Pythia p; > 100GeV) 0.8270x1F 1.0 0.0336 46000 11 5.3 0.4833
Z — pu*u~ (Pythia p; > 100GeV) 0.8270x1F 1.0 0.0336 33000 42 28.3 0.6736
Z — tt1~ (Pythia p; > 100GeV) 0.8270x1C°F 1.0 0.0003 32000 41 0.3 0.0069
Z(e9 +JET (E{ :10—20 GeV) 0.1360<10° 1.3 0.0336 597281 0 0.0 0.9946
Z(e®) + JET (E{ : 20— 40 GeV) 0.8670<10° 1.3 0.0336 398697 0 0.0 0.9499
Z(e§+JET (E{ : 40— 80 GeV) 0.4120<10° 1.3 0.0336 397524 0 0.0 0.4527
Z(ee) +JET (E{ : 80— 120 GeV) 0.8270<10° 1.3 0.0336 397009 0 0.0 0.0910
Z(e®) + JET (E7 > 120 GeV) 0.3830<10° 1.3 0.0336 198652 0 0.0 0.0842
Z(up)+JET (E{ : 10— 20 GeV) 0.1360<10° 1.3 0.0336 2996413 492 97,5 0.1983
Z(up)+JET (E{ : 20— 40 GeV) 0.8670<10’ 1.3 0.0336 1995792 789 149.7 0.1898
Z(pp)+JET (E1 : 40— 80 GeV) 0.4120<10° 1.3 0.0336 1189793 1516 229.3 0.1513
Z(up)+JET (E{ : 80— 120 GeV) 0.8270<10° 1.3 0.0336 397856 1105 100.3 0.0908
Z(pp)+JIET (Ef > 120 GeV) 0.3830<10° 1.3 0.0336 199832 1133 949 0.0837
Z(t7)+JET (E} : 10— 20 GeV) 0.1360<10° 1.3 0.0336 598783 0 0.0 0.9921
Z(t7)+JET (E{ : 20— 40 GeV) 0.8670<10° 1.3 0.0336 399076 0 0.0 0.9490
Z(t7)+JET (E! : 40— 80 GeV) 0.4120<10° 1.3 0.0336 398972 0 0.0 0.4511
Z(t7)+JET (E{ : 80— 120 GeV) 0.8270<10° 1.3 0.0336 396671 0 0.0 0.0911
Z(tt) +JET (E4 > 120 GeV) 0.3830<10° 1.3 0.0336 199046 0 0.0 0.0840
WHW~ — efve v 0.1116x10° 1.0 0.0120 41950 9 0.3 0.0324
WHW~ —efvu~v 0.1116x10° 1.0 0.0120 45900 22 0.7 0.0296
WHW~ —efvr v 0.1116x10° 1.0 0.0120 71000 7 0.1 0.0191
WTW~ — utve v 0.1116x10° 1.0 0.0120 47000 18 0.5 0.0289
WHTW~ — utvu~v 0.1116x1° 1.0 0.0120 48950 30 0.8 0.0278
WHTW~ — utvr-v 0.1116x1F 1.0 0.0120 44000 8 0.2 0.0309
WW~ — ttve v 0.1116x1°F 1.0 0.0120 47700 2 0.1 0.0285
WHTW™ — ttvu~v 0.1116x1°F 1.0 0.0120 45800 8 0.2 0.0297
WHTW~ — ttvry 0.1116x1°F 1.0 0.0120 34850 0 0.0 0.0390
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° Figure shows (a) the dilepton invariant mass distributions associated wii? thecay final
state, and (b) the transverse mass distributions associate@wittYv process.

. Figure shows (a) thpr distributions of thenV*Z° system, and (b) the transverse mass distri-
butions of then*Z° system.

o Figure[32 shows (a) the distributions of thav*2°, and (b) theA¢ between the® and thew=.

° Figure shows thE?ad (V) distributions, and (b) shows the scalar sum of all the partidgs’
(Hr) distribution.

@ T T T T T —WZ 2] F T T T T T T T —WZ
c c L
3 —TTbar $ 2501 —TTbar
o o C _
8 Z. D-Y 8 2005 Z. D-Y
o —Zjet e F —Zjet
he] o E
s ZZ S 150 Y4
T s ]
£ iy E 1
2 = 21001~ 3
< < C 7
5] =] 3] r b
& HE:"_ & 50— -
=: C J
Co, H R e 910° S s == J90°
80 100 120 140 160 180 200 %2020 60 80 100 120 140 160 180 200
P, of leptons from Z (MeV) P, of lepton from W (MeV)

Figure 28: (a) left: the leptopr distributions associated with the Z-boson decays, (b) right: the lep-
ton pr distributions associated with the W-boson decays. Events are with pre-selection cuts without
normalization.
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Figure 29: (a) left: Missing transverse enerdt ) distributions, (b) rightA¢ between the third lepton
andFy. Events are with pre-selection cuts without normalization.

5.3.3 Final selection with tightened straight cuts

Based on pre-selected events, we further apply tightened cuts to event samples to optimize the detection
sensitivity as gauged by the signal to background ratio. Our final cuts are listed below:

e Missing transverse energir > 25 GeV.
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Figure 30: (a) left: the transverse mass distributions selected as the W-boson. (b) right: the dilepton
invariant mass distributions selected as the Z-boson, Events are with pre-selection cuts without normal-
ization.
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Figure 31: (a) left: theor distributions of thav+Z° system, and (b) right: the transverse mass distribu-
tions of thew*Z° system. Events are with pre-selection cuts without normalization.

Ehad < 120 GeV, wherdel? is the vector-sum of the leptgsr and MET.
E?ad _ (E)r(lad v E)rgad_i_ E)rllad % had)%
whereE80— 5 (p(¢) + Fr,); EJ'%= 5 (py(0) + Er).

Total scalar sum of jet transverse enekg00 GeV.

Any pair of leptons must satisyR = /(An2+ A¢?) > 0.2

The sum of the additiongdy and the number of tracks found in a cone wMR = 0.4(0.5) around
muons(electrons) must be less than 8 GeV and 4 respectively; no jeEwith10 GeV can lie in
the cone.

The electron isolation energy fractioh= [Er (AR = 0.4) — Er (AR = 0.2)]/E% < 10%.

The Z-boson is identified by requesting:

Two leptons withp% > 10 GeV have opposite charge sign and the same flavor.

Dilepton invariant mass best matches to the mass of Z, and within the Z-mass window of
IMz —Mpu| < 12 GeV, andMz — Mg < 9 GeV.
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Figure 32: (a) left: the distributions of thav*Z°, and (b) right: thed¢ between the® and thew™.
Events are with pre-selection cuts without normalization.
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Figure 33: (a) left: theE?aOI (V) distributions, and (b) right: shows the scalar sum of all the particles’
Er (Hy) distribution. Events are with pre-selection cuts without normalization.

TheW+ is identified by applying following cuts:
e pr > 20, 25 GeV for muon and electron, respectively.

e The transverse mass determined by the third lepton (not Zbdecay) and thé&r must be within
the W-mass window:
40 GeV< Mt < 120 GeV.

e The difference of the vertex position, represente@pwunddy, of the third lepton and the lepton
pair fromZ%-decay must satisfZy < 0.7 mm andAdg < 0.1 mm

TheW+*Z° events are finally selected after following cuts are applied:
e A¢ betweenV* andz® must be> 0.5 rad.

e The transverse mass\Wf*z% M1 (W*Z%) > 70 GeV.

e Maximum number of jets witl’ﬂ':%et > 30 GeV should not exceed 1.

The total and selected numbers of the signal and the background events for each trilepton final state
are listed in Tabl@g. The overall signal acceptance is 8.7% and 7. M6 f8Y andwW*Z°, respectively.
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Table 29: Total and selected numbersd/\ét Z° signal and background events by applying the straight
cuts. The last column contains the acceptances for the signal and background.

Process Nmc Neeer Neeuv Nugev  Nupuv  Nsum Nsum/Nmc
ZW~ 147750 1562 2633 3571 5093 12859 8700 2
ZW+ 133674 1159 2134 2599 3600 9492 7A00?
zZ 49250 64 550 99 1269 1982 4.020 2
WTW~ 525000 0 0 0 1 1 1.9610°6
Z+jet 1.08x10° 0 0 9 6 15  1.3%10°
Z+y 110x10f 1 0 1 0 2 1.82x10°6
DY 1.80x 10’ 1 0 0 1 2 1.11x10°

Table 30: Number of expect&tl*Z° signal (Ns) and backgroundNp) for 1 fb~1 data with straight cut
analysis.

Process Neea/ Neewv  Nupev  Nuppuv Nsum
W~ 2.82 4.75 6.44 9.19 23.19
ZW* 3.69 6.80 8.28 11.47 30.24
77 0.0865 0.7438 0.1339 1.7160 2.68
WHW~ 0 0 0 0.0228 0.0228
Z+ jet 0 0 1.5451 0.9198 2.46
Z+y 0.0898 0 0.0898 0 0.18
DY 1.3436 0 1.3436 0 2.69
Sum of signals Ng) 6.51 1155 14.72 20.65 53.43
Sum of backgrounds Ng)  1.52 0.74 1.77 3.98 8.03
Ng/Ng 4.28 15.52 8.32 5.19 6.66

For 1 fb~! integrated luminosity of data, we expect to observé\637° signal events and 8 back-
ground events, giving a signal to background ratio of about 6.7, as shown irf Table 30.

The dominant background contributions are from ZZ, Z+Jet and Drell-I2&f) processes, while
Z + vy and WW contribute a small fraction of the total background events, as listed in[Table 31.

Figure[34 shows dilepton invariant mass distributions, signal superimposed with background (left)
and the Z-bosomy distributions (right). Events are normalized to I fontegrated luminosity.

Figur shows the/+Z° transverse mass distributions, signal superimposed with background (left)
and thew=*Z° pr distributions (right). Events are normalized to 1 #integrated luminosity.

5.3.4 Final selection based on the boosted decision tree technique

The Boosted-Decision-TreeBIDT) is a relatively new method used in high energy physics data analy-
sis [2]3]. This technique has been applied to improve the discrimination power for signal and background
separations. DetaileBDT parameters and the boosting algorithm used in this analysis are found in an
appendix of this note. The following 22 variables are used irBb&-based analysis foN*Z° event
selection.

¢ Transverse momentum of negative-charged lepton #8mecay

52



D RAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/wz.tex D RAFT
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub)

Table 31: Relative background contributionit=Z° signal candidates from the straight cuts.

Process DY 272z Z+Jet Z WW
Relative contribution (%) 33.5 33.4 306 22 0.3

%

%
70 80 90 100 10 5 100 150 200 250 300 350 400 450 500

Figure 34: (a) left: Final selected dilepton invariant mass distributions. (b) righ(Z) distributions
with final selection. Number of events are normalized to1*fb

Transverse momentum of positive-charged lepton f&drdecay
Transverse momentum of charged lepton fidh decay

Number of isolated tracks in&R < 0.4 cone around negative-charged lepton fidfrdecay,

AR= /(¢ — ¢)2+ (1 —11)?

Number of isolated tracks in&R < 0.4 cone around positive-charged lepton frafhdecay

Momentum of isolated tracks in&R < 0.4 cone around charged lepton fraki decay
Number of isolated tracks in&R < 0.4 cone around charged lepton froNt™ decay
Energy of isolated jets in AR < 0.4 cone around charged lepton fraki® decay

Fraction of energy = R < 0.4)-E(AR < 0.2 ) / Transverse Momentum of charged lepton from
W+ decay

Difference ofAO between positive charged lepton fra@hdecay and lepton froW/* decay

Difference ofAR between positive-charged lepton frath decay and lepton fro* decay
Difference ofAO between negative-charged lepton frafdecay and lepton fromv* decay
Difference ofAR between negative-charged lepton fr@fhdecay and lepton from/* decay
Missing Transverse Energ#{)

pr of thew*Z0 system
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Figure 35: After the final tightened cuts, (a) left: the transverse mass W## system. (b) right: the
transverse mass distributions of i Z°. both signal and background are normalized to b

Invariant mass of two leptons fro#f decay

e Transverse mass W+

Scalar sum of momentum from Jets, leptons Bnd

Vector sum of momentum from Jets, leptons &rd

Vector sum of momentum from leptons ak¢

Bt/ \/(scalar sum of momentum of jets and leptons)

The total recoil transverse energy

As shown in Tabl¢ 28, about 12000 pre-selected signal events and 18000 pre-selected background
events were used in the BDT-based analysis. 50% of signal and background events are used for the
training , and another 50% of statistically independent events are used for theeBEsample sets. The
BDT output spectra from the testing sample are used as the 'discriminator’ to separate the signals from the
background as shown in Figure|36. In the spectra both signal and background events are normalized to an
integrated luminosity of ¥b~1. Application of a cut at different values on the BDT output, determines
the signal to background ratios in final selected event sample. For example, 88k at 200, gives a
signal to background ratio of 10 as shown in Table 32, which lists the selection results with various BDT
cuts: the selected number of signily{y) and number of backgrountligxcp) events, the corresponding
signal efficiency (Effw) and the signal to background rath(N/NBkgd). The listed number of events

are normalized to a total integrated luminosity of =1. For comparison the results using the straight
cuts analysis is also indicated.

We have used the binomial error formula to calculate the statistical uncertainties for signal and back-
ground events selection,

Ostat = \/Ntotal x efficiencyx (1— efficiency),

whereNqtq is the total number of events for a certain process used in the analysis, anfifibiency
is the overall efficiency for the corresponding channel. Based on this expression the total background
uncertainties listed in the table are calculated as

all __ . 2
Ostat = Z Wi X Gj
\/ ]
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Figure 36: TheBDT output distributions for signal (red histogram) and background (blue histogram).
Events are normalized to an integrated luminosity of 1}fbA cut on the BDT output> 200, yields a
signal to background ratio of about 10.

exp
wherew; is theweightdetermined by the ratio o&‘{m passed the selection cuts. TINﬁX'O denotes the

expected MC events for th#® process assumingfb—! luminosity. TabI indicates that the statistical
errors on the signal are 1%, but the background errors are 15-20% due to the limited number of MC
events available for this study.

After applying the BDT cuts, the breakdown of the events from four different decay chadiéls;
eew, eeuv, puev, uupv, are listed in Tablg 33.

Compared to the straight cuts analysis technique, the BDT works significantly better. The signal to
background ratio of th&/*z° analysis could be improved from about 6.7 (from the straight cuts) to 10
~ 24 depending on the BDT cut value while the signal efficiency will be more than doubled.

The major background events f*Z° analysis come frord®z° — 4¢, tt andDY — ¢*¢~ with mass
around thez®-peak. There are some spikes in the background distributions due to relatively low statistics
in some of the background channels which results in a relatively large uncertainty in the background
estimation.

Figure 37 shows the distribution of the transverse mass afthg° and the corresponding efficiency,
and Figure 38 shows the transverse momentum oEZfhigom W*Z° and the corresponding efficency.
These plots indicate that the event selection withBBE analysis preserves high signal efficiencies in
high Pr(Z°) and highMt (W*Z0) regions. Thus, the selected events would have high sensitivity to the
anomalous TGC couplings.

5.4 Results

5.4.1 Summary ofW*Z° detection sensitivity for 1 fo~! integrated luminosity

Using the straight cut analysis, a total of 61 trilepton events witi\5Z° signal events and 10 back-
ground events will be observed. With tB®T used to select events a total of 169 trilepton events with

a signal to background ratio close to 10 cane observed. Based on this study, we are confident that even
with the first 0.1 fb ! integrated luminosity we should be able to establisi#i&® production signal at
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Table 32: Results of thé&/*Z° event selection by using various BDT cuts. Expected numbers of signal
and background events are given for 1 ¥bFor comparison purpose, the results from the straight cuts
analysis are listed also. The quoted errors are statistical only.

Cut E f fzw(%) Nzw Nekep  Nzw/NBkep
BDT > 200 65.1 152.6-1.7 16.1+:2.5 9.5
BDT > 210 62.2 1454 1.7 14.6+2.4 10.0
BDT > 220 59.0 138.3:1.6 12.64+ 2.3 11.0
BDT > 230 55.5 130.H-1.6 10.7+ 2.2 12.1
BDT > 240 51.8 121415 7.7+1.1 15.7
BDT > 250 47.7 111,915 6.6+1.1 17.0
BDT > 260 43.5 102.t1.4 554+1.0 18.5
BDT > 270 38.7 90.6:1.3 4.1+0.8 22.1
BDT > 280 33.7 79.0t 1.2 3.5+ 0.7 22.6
BDT > 290 29.4 68.8- 1.1 3.0+ 0.7 23.1
BDT > 300 24.8 58.0t 1.0 2.4+ 0.7 24.1
Straight cuts 22.8 53.4 8.0 6.7

Table 33: Breakdown of select@ — eeev, ;eeuv, uuev, puuv events after the BDT cuts. Results
from straight cut analysis are given also. The number of events are normalizedth 1 fb

Cut eeey eeuv uuev upuy All 4 Channels
Nzw/Nse  Nzw/Nee  Nzw/Nse  Nzw/Nsc Nzw/NsG

BDT >200 31.7/4.0 34.9/2.7 39.5/3.9 46.6/ 5.5 152.6/16.1
BDT > 210 30.5/3.9 33.2/2.5 37.9/3.5 44.1/ 4.7 145.7/ 14.6
BDT >220 29.4/3.1 31.6/2.3 36.0/3.0 41.2/4.2 138.3/12.6
BDT >230 28.1/3.0 29.7/2.1 34.3/1.9 37.9/3.7 130.1/ 10.7
BDT >240 26.7/0.6 27.8/ 1.9 32.8/1.8 34.2/3.3 121.4/7.7
BDT >250 25.2/0.5 25.4/1.7 30.6/1.5 30.6/2.9 111.9/ 6.6
BDT > 260 23.7/0.2 23.3/1.5 28.3/1.2 26.7/ 2.6 102.0/5.5

BDT >270 21.8/0.2 20.6/1.3 25.7/1.1 22.5/1.5 90.6/4.1
BDT >280 19.9/0.2 17.5/1.1 23.0/1.0 18.6/1.2 79.0/ 3.5
BDT >290 18.2/0.2 14.8/0.8 20.6/ 1.0 15.2/1.0 68.8/ 3.0
BDT >300 16.4/0.1 11.6/0.7 18.1/1.0 11.9/0.7 58.0/2.4

Straightcuts 6.51/1.52 11.55/0.74 14.72/1.77 20.65/3.98 53.43/ 8.0
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Figure 37: Distribution of transverse mass/tZ° before and after thBDT selection (left); Selection
efficency BDT > 200) as a function of the transverse mas#sz® (right).

the LHC with a detection sensitivity greater tham,5vhich is defined a$/+/B or by Poisson statistics
analysis.

Based on more than 30 million fully simulated background events from many SM processes the
major backgrounds for th&/*Z° signal are seen to derive from following processes:

e pp— Z°Z% — ¢*¢~ ¢t ¢~ with one lepton undetected. (47.8%)
e pp— Z°+ jet — ¢4~ 4+ X with jet fake a lepton. (15.5%)

o pp— tt — WHW-bb. (17.4%)

o pp— 2%y — €10~ +X. (12.4%)

The average statistical error for the background estimate using all the Monte Carlo samples listed in
theW*Z0 analysis for this note is about 13%. In some channels, such &sdfie- Yanprocess near the
ZO%-peak, the background estimate has larger uncertainty since it is limited by the MC sample statistics.

5.4.2 Cross-section measurement uncertainty studies

The major systematic errors affecting diboson studies are cataloguedAhthe analysis section. For
theW+Z0 analysis several additional studies of the uncertainties have been conducted:

e Jet energy scale and lepton energy scale uncertainties.
The BDT has been trained with MC events simulated with the 'standard’ detector energy resolu-
tions and energy scale. For independent test samples, 10% and 3% are added to the jet and lepton
energy resolutions respectively and the reconstructed energy related quantities are 'smeared’ to
obtain the uncertainties of the diboson detection sensitivity (signal-to-background ratio). In this
study the signal efficiencies are fixed and changes to the background acceptance are gauged. The
results are summarized in Talple] 34. As an example, for BDT signal selection efficiency of 60%,
the change of the signal-to-background ratio is 3.4%.

e BDT training stabilities with different event weighting and different test samples.
As described in a previous section, each event is given an initial weigh&Dar training. This
weight of an MC process is defined as the ratio of number of expected events for a given integrated

57



D RAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/wz.tex D RAFT
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub)

% 102 ]
&) P 0.9 E
= — ZW - precuts 0.8
P - ZW - BDT2200 Z E

E lUé E 07 ++_+_—+—_+_+
- ] = 0.6
i) 2 ]
g 051
'3 Té.) 0.4 —
w03
10 0.2 ]
sl "

. — . 0 e
0 200 400 600 800 1000 50 100 150 200 250 300 350 400
P(Z) (GeV) P.(Z) (GeV)

Figure 38: Transverse momentum distribution of Bdrom W*Z° before and after thBDT cut (left);
BDT selection efficiency as a function of transverse momentum aZH{eght).

Table 34: Change of background acceptance in teBDoF (W*Z° vs. 29Z°) performed by smearing
jet energyEjet and Missinger, Er by additional 10% resolution, and the lepton endggyby additional
3%.

Signal Efficiency Background Eff. Background Eff. Background Eff.
No additional smearing 10% fdfjet & FEr 10% forEjet& Fr, 3% forE%
40% 3.96% 4.19% (+5.7%) 4.23%(+6.7%)
50% 8.59% 8.91% (+3.7%) 9.00%(+4.8%)
60% 14.55% 14.87% (+2.2%) 15.08%(+3.7%)
70% 22.27% 22.70% (+2.0%) 23.02%(+3.4%)

luminosity (1 fb~1) and number of generated MC evenigyp/Ngen). A testin which the weight
of training events has been varied by 20% has been performed. The resultant change of the signal
to background ratio is less than 6%

A’software release’ test has also been performed: BD& was trained with the MC samples pro-

duced using software release v11.0.42 and the results obtained by test samples from both release
v11.0.42 and by v12.0.6.4 were compared. These test results for the signal are shown in Figure 39.
By varying theBDT cuts from 200 to 300, the change in the signal efficiencies range from 0.2%

to 0.8%.

e Uncertainty test usingootstrapsampling method.
A study the optimaBDT training and test procedure: Bootstraptest method is used to perform
the BDT analysis by selecting events for training and test randomly. At each point for which a
given fraction of events are selected for training the test is repeated 50 times. For a fixed signal ef-
ficiency, the mean background acceptance and the uncertainties (RMS) are determinel. Figure 40
shows the test results. The left plot shows the background acceptance for each given signal effi-
ciency as a function of the event percentage for training. The right plot shows the related errors
of the background acceptance as a function of the event percentage for training. From this plot,
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Figure 39: TheBDT output spectra comparisoBDT training used CSC11 MC sample, aB®T test
used both CSC11 and CSC12 samples. The output spectrum shows the stabilityBBfTtremalysis
technique.

for signal efficiency around 50-70% (the range we select events usir@Ofiecut), the relative

errors of the background acceptance are around 13-18% when using 50-60% events for training.
In the BDT analysis 50% of the events are always allocated for training and 50% for tests. The
background uncertainties are consistent with the calculated statistical errors based on total events
and selected events. We conclude thatBBF training uncertainties are small compared to large
statistical uncertainties due to limited background statistics.

Also performed are MC 'experiments’ where tB®T spectra are used to fit the*Z° production
cross section and to extract te"W—Z0 triple gauge boson couplings. Figl@ 41 shows the expected
observation for A fb~! and 10fb~! integrated luminosity. In those plots the points are simulated MC
data based on expected total number of events with Poisson statistics fluctuations, the red histograms are
expected contribution frorv*Z0 signal, and the blue histograms are the overall background contribu-
tions.

To minimize the cross section measurement uncertainties, the cross section fitting 'experiments’ have
been performed with different cuts on tBET output spectrum. The MC experiments were done 100
times with randomly selected events corresponding to the integrated luminosities. The standard deviation
(RMS) of the fitted cross sections are considered as the measurement uncertaintie§. Figure 42 shows the
cross section fitting errors as a function of BIBT cut (the left plot) and the cross section fitting errors
as a function of integrated luminosity (the right plot). We observe that the proper cut d@Difie
output value could be set BOT > 200, and the cross section measurement uncertainty would be totally
dominated by the systematic errors with data corresponding to an integrated luminosity ot 10 fb

5.5 Studies of the sensitivity to anomalougV"W~Z° couplings

TheW=*Z° diboson production involves exclusively tidétW—Zz° coupling, which is different from the
W*W~ diboson final state that contains bh™W~-2°% andW+W~v couplings. To avoid producing an
impractically large number of fully simulated events in non-SM anomalous coupling parameter space, a
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Figure 40: Left figure: Background acceptance as a function of percentage of events uB&l for
training for given signal efficiencies. Each point presented in the plot is averaged from 50 times randomly
selected events samples for test. The error bar is the standard deviation (RMS) of the mean value. Right:
Relative errors as a function of the percentage of the training samples.

re-weighting method was invoked to study the ATLAS detector sensitivities ta\Mh&V~Z° anomalous
coupling parameters. A brief description of this method is presented in Section 2.5 of this note. The
detailed procedure has been described indi&V— analysis section. To extract the 95% C.L. sensitiv-

ity intervals of the anomalous parametets;,AgZ, and Az, from theW*Z0 diboson final state, both

Mt (W+Z0) (the transverse mass W*Z° andPr(Z°) (the transverse momentum of Z) spectra were
used to fit the anomalous couplings.

5.5.1 The procedure to study the anomalous couplings

For anomalous TGC studies we rely on the BHO|[21] MC program to produce the events in non-
SM coupling space, and use the kinematics of these events to re-weight the fully simulated events
produced by MC@NLO program. Figure]43 shows an example of the BHO MC program generated
pr(Z) distributions for differentW+*W-2z° couplings Qk7) and the differential cross section ratio,
do(non— SM)/do(SM). These ratios are used to reweight fully simulated 8MZ° events (from
MC@NLO generator).

The expected number of events for signal and for background are determineBEr6rased anal-
ysis. ABDT cut > 200 is used, resulting in 153 signal events and 16 background events fot 1 fb
integrated luminosity.

An ’observation’ (n = ns+ ny) is simulated by randomly pulling selected signal events from an
independent subset of the sample. To determine the background, the total backgr@unttMy distri-
butions and the “observations” are fluctuated by Poisson statistics.

Figure[44 shows the expected signal+background of the SM, superimposed with the MC exper-
iment 'observations’ (points with error bars), and the non-SM (anomalous couplings) predicted sig-
nal+background histograms.

60



D RAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/wz.tex D RAFT
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub)

104 104
] . -1 1 -1
ATLAS (0.1 fb™) ¢ MCData 1 ATLAS (1 fb) ¢ MC Data
— Signal+Background 1 — Signal+Background
5 3
1074 — Signal(zw—lllv) 10 E — Signal(zw—llIv)
— Background Background
10 =
10 5
10
I
. I —
-1 1
IU UL L L L B L BN L B L L L L LN L L L L L L L L B L L B LB
-1000 -800 -600 -400 -200 0 200 400 600 800 -1000 -800 -600 -400 -200 0 200 400 600 800
BDT Output BDT Output

Figure 41: The Boosted-Decision-Tree output spectra for signal and background. Events are normalized
to an integrated luminosity of 0.1 f8 (left) and 1.0 flo'* (right). The points in plots are MC simulated
data based on total expected mean value of signal plus background, and fluctuated with Poisson statistics.

Binned maximum likelihood calculations are performed to find the 95% C.L. intervals of the anoma-
lous couplings. Figure 45 shows the 1-dimensional anomalous coupling limit fits based on the transverse
massvit (W+Z0) spectra for 0.1 fo! MC data.

5.5.2 One-dimensional 95% C.L. intervals

The summary of 1-dimensional 95% C.L. anomalous coupling parameter intervals baset¥lgHez)
spectra fitting is given in TabEBS. Results corresponding to 0.1, 1.0, 10.0 and 3b.idtigrated lu-
minosities for cutoff A = 2 TeV andA = 3 TeV are listed. Even for 0.1 fo* integrated luminosity, the
ATLAS sensitivity toWW~Z% anomalous couplings could be at least 5 times better (tight) compared to
Tevatron experiment limits based on 1 fbpp collision data.

For comparison purposes, the summary of 1-dimensional 95% C.L. anomalous coupling parameter
intervals based on ther (Z) spectra fitting is given in Tabje B6. Results corresponding to 0.1, 1.0, 10.0
and 30.0 fb! integrated luminosities for cutoff\ = 2 TeV andA = 3 TeV are listed. From this table
the results from thesr (Z) spectra fitting are seen to be less sensitive than those fromd-tkié/*Z°)
fitting. This could be explained that thr (W Z) spectra contain both bosons’ kinematic information,
while pr(Z) spectra only contain the Z-boson kinematic information.

To understand the systematic error effects on the TGC sensitivity, three different systematic error
assumptions were considered:

e No systematic errorsss = 0, andog = 0.
e Assume 7.2% (5% + 6.5% Lumi.) for signal, and 12% (10% + 6.5% lumi.) for background.

e 9.2% uncertainty for signal, and 18.3% uncertainty for background. These values are based on
the diboson working group’systematic error assumption proposidicated in the WW analysis
section.
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Table 35: Summary of one-dimensional anomalous coupling parameter 95% CL sensitivities using the
M+ (W+Z0) fitting for A = 2 TeV andA = 3 TeV for integrated luminosities of 0.1, 1.0, 10.0 and 30.0
fb~1.

Int. Lumi  Cutoff A Ak Az AgZ

(fb_l) (TeV)
0.1 20  [0.440, 0.609] [-0.062, 0.056] [-0.063, 0.119]
1.0 20  [0.203, 0.339] [-0.028, 0.024] [-0.021, 0.054]
10.0 2.0  [0.095, 0.222] [-0.015, 0.013] [0.011, 0.034]
30.0 2.0  [0.080, 0.169] [-0.012, 0.008] [-0.005, 0.023]
0.1 3.0  [0.399, 0.547] [-0.050, 0.046] [-0.054, 0.094]
1.0 3.0 [0.178, 0.281] [-0.020, 0.018] [-0.017, 0.038]
10.0 3.0  [0.135, 0.201] [-0.015, 0.013] [0.013, 0.018]
30.0 3.0 [0.069, 0.131] [-0.008, 0.005] [-0.003, 0.016]

Table 36: Summary of one-dimensional anomalous coupling parameter 95% CL sensitivities using the
pr(Z) fit for A =2 TeVandA = 3 TeV for integrated luminosities of 0.1, 1.0, 10.0 and 30.0%bNote
that the results from thpr (Z) fit are less sensitive than those from e (W 2) fit.

Int. Lumi  Cutoff A Ak Az AgZ

(fb_l) (TeV)
0.1 2.0 [-0.950, 1.140] [-0.204, 0.194] [-0.228, 0.325]
1.0 20  [0.574, 0.692] [-0.093, 0.083] [-0.106, 0.158]
10.0 20  [-0.228, 0.302] [-0.033, 0.027] [-0.022, 0.070]
30.0 2.0  [0.164, 0.212] [-0.026, 0.018] [-0.009, 0.055]
0.1 3.0  [0.910, 1.090] [-0.177, 0.169] [-0.206, 0.285]
1.0 3.0 [-0.539, 0.643] [-0.077, 0.069] [-0.090, 0.125]
10.0 3.0  [0.206, 0.267] [-0.024, 0.022] [0.018, 0.052]
30.0 3.0  [0.148, 0.192] [-0.021, 0.015] [-0.008, 0.043]
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Figure 42: The relative errors of the cross section fitting as a function @Efecut (the left plot) and
the cross section fitting errors as a function of integrated luminosity (the right plot).

The 95% CL 1-dimensiondVW Z anomalous coupling limits based on tpg(Z) fit, and using
N = 2TeV for different systematic error assumptions are listed in Talle 37. From this table it is seen that
only when reaching 30 fb integrated luminosity do the systematic errors become significant enough to
effect the TGC sensitivities.

5.5.3 Two-dimensional 95% C.L. contours

The studies on th&/W Zanomalous couplings in 2-dimensional space are also based @n (hgfits
for different luminosities (0.1, 1.0, 10.0 and 30.0 fpand for two cutoff valuesh = 2 TeV and 3TeV.
The AC limit contours are not very sensitive to these cutoff values.
Figure[46 shows the 2-dimensional 95% C.L. contours of the anomalous coupling limits based on
the pr(Z) fitfor A =2 TeV:

The left-top plot shows the contour &y andAxy; = Ag% space;

The right-top plot shows the contour &z andAgZ space with {z = 0);

The left-bottom plot shows the contourig andAxz space with 4g% = 0);

The right-bottom plot shows the contourmg% andA; space withfxz = 0).

The different systematic error effects on the 2-dimensional TGC sensitivity contour are shown in
Figure[4T: the left plot shows the 95% CL TGC limit contour without including the systematic errors
in parameter space @f vs. Akz = Ag?; the right plot shows the 95% CL TGC limit contour with the
systematic errorsos = 9.2%, og = 18.3%) in parameter space & vs. Akz = Ags. Again, we see that
the systematic errors become significant when integrated luminosity reaches'30 fb

5.6 Summary of the TGC studies inW*Z9 analysis

Using the fully simulated ATLASV*Z0 events with tri-lepton plugr final states¢eer, eeuv, uuev,
and pupv) we have studied the ATLAS detector sensitivities to the anomaota/~ Z° trilinear gauge
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Figure 43: Left plot, Thepr(Z) distributions for different+W—-2° couplings {x7) and right plot, the
differential cross section ratiodo (non— SM)/do (SM).

boson couplingsiz, Axz, andAg{. The largest available MC background samptes3Q million) have
been included and both Z-boson transverse momemit(#) and thew Z dibosonMr (W Z) kinematic
information has been used to determine\g anomalous coupling sensitivity. Our results indicate that
ATLAS WW ZTGC sensitivity should greatly improve the Tevatron and LEP limits with the first 30 fb
integrated luminosity:

—0.069 < Ak; < 0131, —0.008 < Az < 0.005 —0.003 < Agf < 0.016
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Figure 44: The expected signal+background of the SM, superimposed with the MC experiment “obser-
vations” (points with error bars showing statistical uncertainty), and the non-SM (anomalous couplings)
predicted signal+background histograms (red and blue dashed lines). the left plot is for'Cahdkthe

right plot is for 30 fbo 2.
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Figure 45: One-dimensional anomalous coupling limit fits based oM#f{&/+Z°) spectra for 0.1 fio*
data. When varying one anomalous coupling parameter for fitting, the other parameters are fixed to SM
values.
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Table 37: Comparison of one-dimensional anomalous coupling parameter 95% CL sensitivities for differ-
ent systematic errors. Results obtained in this table are using 29 fit for A =2 TeVandA =3TeV
for integrated luminosities of 0.1, 1.0, 10.0 and 30.0%b

Systematic  Int. Lumi  Cutoff\ Ak Az Ag?

errors b= (TeV)

65=0 0.1 2.0  [0.942, 1.130] [-0.203, 0.193] [-0.227, 0.324]

05 =0 1.0 2.0  [0.561, 0.664] [-0.093, 0.082] [-0.106, 0.154]
10.0 20  [-0.233, 0.231] [0.033, 0.024] [-0.025, 0.061]
30.0 20  [-0.128, 0.136] [0.024, 0.013] [-0.009, 0.047]

o5 =7.2% 0.1 3.0  [0.950, 1.140] [-0.204, 0.194] [-0.228, 0.325]

o5 =120% 1.0 3.0 [0.574, 0.692] [-0.093, 0.083] [-0.106, 0.158]
10.0 20  [-0.228, 0.302] [0.033, 0.027] [-0.022, 0.070]
30.0 20  [-0.164, 0.212] [0.026, 0.018] [-0.009, 0.055]

05 = 9.2% 0.1 3.0  [0.956, 1.150] [-0.204, 0.194] [-0.229, 0.326]

o5 =183% 1.0 3.0  [0.583, 0.706] [-0.094, 0.084] [-0.106, 0.159]
10.0 2.0  [-0.241, 0.316] [-0.033, 0.028] [-0.024, 0.071]
30.0 20  [-0.184, 0.228] [0.028, 0.020] [-0.011, 0.056]
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Figure 46: Two-dimensional 95% C.L. contour of M ZAC limits based orpy (Z) fit for A=2TeV.
The left-top plot shows the contour &y andAxz = Ag? space; the right-top plot shows the contour in
Axz and Ag{ space with £z = 0); the left-bottom plot shows the contour 2 and Ak, space with
(Agf = 0); the right-bottom plot shows the contour Ag? and Az space with fkz = 0). The AC
limit contours from outer to inner corresponding integrated luminosities of 0.1, 1.0, 10.0 and 3.0 fb
respectively.
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Figure 47: The left plot: 95% C..WW ZTGC limit contour without including the systematic errors

in parameter space df; vs. Axy = Agf; The right plot: the 95% C.LWWZTGC limit contour with

the systematic errorss§ = 9.2%, og = 18.3%) in parameter space @f vs. Akz = AgZ. The AC

limit contours from outer to inner corresponding integrated luminosities of 0.1, 1.0, 10.0 and 3h.0fb
respectively. We should notice that the systematic errors become significant when integrated luminosity
reaching 30 fb?.
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6 W=y production and the WWy couplings

6.1 W*y production mechanism

The leading order (Born) Feynman diagramsWoty production are show in Fi@& The left diagram

is the W production with the initial state photon radiation (ISR). The middle diagram is the W production
with a photon radiating from the W. This diagram containsAh&/y vertex of interest. The right diagram

is the W production with leptonic decays with a photon radiating from the final state lepton (FSR). The
(*vyevents from FSR process are considered as the backgroundwfthdiboson signals.

a ¢ q ‘ q ¢

ISR WWy FSR

Figure 48: Feynman diagrams f&ty production. The W production with the ISR (initial state sadiation)
and the W radiating a photon with thgWy vertex (left and middle diagrams) are considered as our
signal. The right diagram is the W production with a photon radiating from the final state lepton (FSR),
which is considered as th*y background.

TheW*y production cross section is highly depending on the transverse energy cut on the photon,
and on the separation of photon and final state lepA®{/,y). We show theV*y production cross
sections in Tablg 38. We list the LO calculations donePdyT HIAprogram usingCET Q6L PDF with
different photorEr () cuts. We also list the calculations done by BHO program for both LO and NLO
cross sections. FdEr(y) > 25 GeV, both programs give basically the same LO cross sections. The
k-factors which are defined the cross section ratio{NLO) /do (LO) are given in the table as well.

TheEy (y) distributions of Pythia and BosoMC (BHO) LO calculation ( 49) are consistent. The
NLO calculation gives a highd#r(y) tail. and the increase to LO is approximately linear.

Table 38: Production cross sections/éf y events for a single lepton decay flavonwf- — |*v. The
k-factor is derived for BHQx (NLO) /o (Born). TheE3;(y) is the photon energy in CM frame.

PYTHIA Wty W7y Wty W7y
(condition)  Ef(y) >10GeV Er(y) > 25 GeV

o(Born) (pb) 1022 6.82 256  1.71

BHO Wty W~y Wty Wy
(condition)  Er(y) >10GeV Er(y) > 25 GeV

o(Born) (pb) 1166 815 256  1.72
o(NLO) (pb) 19.26 1363 525  3.75

k-factor 1.65 1.67 2.05 2.18
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Figure 49: Er(y) distributions oWy events of Pythia and BosoMC calculations (right). Pythia distri-
bution is normalized to BosoMC fdEr(y) > 25 GeV, where both programs give consistent production
cross section. For comparison of tBe(y) slopes, the BosoMC NLO distribution is normalized to the

LO statistics, and the ratio as a functionkf(y) is plot (right).

6.2 Experimental signal and background

We focus our studies on pure W leptonic decay final states.
pPp— W y— vy ((=a, p).

The experimental signature is the final states with one Righepton, one high?r photon and large
transverse missing enerdsr. Major background contribute to such final states are events from the
processes:

e g0 — W+ — (*v (£ — {y), where photon come from lepton final state radiation.

e W/Z -+ jetsor event underlying remnants, with meson faking a photon, or quark final state radiates
a photon.

Photon isolation cut can effectively reject these background.

Production ofV*y events in leptonic decay channels are investigated with the ATLAS CSC datasets
produced byatlas-software version 12.0.6. The datasets used (Table 39) are of Pythia leading order
simulations for the Standard Model leading order production of inclugiveproduction of proton-
proton collisions at/s= 14 TeV. Previous studies of the prospectf y measurement were conducted
with the ATLAS fast simulations reported in [34,35].

The Pythiaw*y datasets (CSC dataset 5909 and 5910) include the ISR anl\tievertex dia-
grams. ThéVWy vertex introduces a destructive interferencézefo amplitude’at cosfg, = +-1/3 for
W production, wherdgy is the photon scattering angle to the incoming anti-quarks.

The Pythia simulation oV* inclusive events (CSC datasets 5104, 5105) includes channels of ISR
photons from colliding quarks and FSR photons fidfi decay leptons. It does not include &Ny
triple gauge coupling (TGC) term. The inclusM&" production cross section is 17440 plwith 0.83%
of the events containing an ISR photon.
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Table 39: Datasets used for the studie®/6fy production. Listed are the dataset name, ATLAS software
version, number of events generated and the corresponding integrated luminogity dollisions at
V/Ss=14TeV.

CSC dataset ID process cuts version Events pb
5909 TW W —uv)y Ej(y)>10GeV 12.06.04 64k -
5910TW W —/4v)y Ej(y)>25GeV 12.06.01 6.6k -
5105 W — uv - 12.06.01 270k 23
5105TW W — uv - 12.06.02 121k 10
5104 W — ev - 12.06.01 460k 42
5104TW W — uv - 12.06.02 392k 36
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Figure 50: Trigger efficiencies @hu20i, e25i andg60 estimated withW* decay leptons and ISR pho-
tons. The reference are the muons, electrons, and photomsaf_boy andIsEM 0x7FF reconstruction
that match withMCtruth.
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6.3 Selection ofV*y — |y events

TheW™ bosons are selected for leptonic decay channaléof— |*v. An electron is ansEM object of
categoryOx7FF that matches with an inner detector particle track. A photon isBM 0x7FF object
without a matching track. A muon is muon_boy object. TheW* decay leptons are tagged by the
MCtruth for particle four momentum and decay records. Wiey candidates are inclusiey or u*y
events having only one electron or muon observed and the absence of the oppositely charged lepton of
the same type. The photon is the most enerde&d1 photon.

Trigger efficiencies were investigated for the Event-Filter (EF) wordmo20i (isolate muon of
pr > 20 GeV),e25i (isolate electron opr > 25 GeV), andg60 (photon ofEr(y) > 60 GeV). The
references are the reconstructed muons, electrons, and photons that match Witbtithén tags of
generated particles. The single particle trigger efficiencies are best evaluated With fratatasets for
having only one energetic lepton \f* decay, and a ISR photon & (y) > 25 GeV. The distributions
shown in Fig[ 5D are the event fractions of reconstructed particles with EF words "True” or "False”. The
mu20i trigger efficiency for a single muon qdr > 25 GeV is 75 %. The25i trigger has a uniform
spectra im andpr(e) and the efficiency reaches 90 %. The phag60 trigger has imposed a very high
energy threshold oEr(y) > 60 GeV. The efficiency is 100 % in the full ECAL coverage|gf < 2.3.
The tests were also conducted Ievents with both decay leptons reconstructed in the detector fiducial
volume. The trigger efficiencies are close 100 %, as the two leptons provide redundancy in firing the
trigger words.

By MCtruth records we tag an “ISR event” with the photon generated from ISR\ diagrams,
and a “FSR event” with the photon emitted from W& decay lepton. The FSR photons are distinguish-
able by the event topology for having close opening angles tathelecay leptons. The distributions of
W*y events are shown in Fi@l. The event missing transverse ertgfyjis(used to represent the un-
detected neutrino &V* decay. The transverse masses of the observabiét®, Er) andmy (15, E1, 7),
also wear signatures for photon types. TingW, y) variable in use is given by

Er(W) =Er(Er)+Er(¢) Er(W,y) =Ex(y) + Er (Er) +Er ()
pi(W) = Ei(Er) + pi(€) pi(W,y) = pi(y) + Ei(Er) + pi(¢)
mr (W) = (Er (W)2— px(W)% = py(W)) Y2 mr (W, ) = (Er (W, 7)2— px(W, 7)2 — py(W, 7)2)1/?

1)
Background toN*y is dominated by the inclusivé/= events with a fake photon. Contamination
from inclusiveZ events is also considerable. In 51 we also sAm@vents with one lepton escaping
detection and a photon of any type reconstructed.

6.4 W*y analysis using Boosted Decision Trees

Selection of inclusivéV* andW=y events were estimated with the CSC Pythia datasets for inclusive
W= production and WPhoton10 for signal photons of ISR WAd/y diagrams. Background of FSR and
fake photons were estimated with the includiVé datasets. The number of events to be observed for an
integrated luminosity of 1 fo* are listed in Tablgo.

The candidat&V*y events consist of one energetic electron or muon plus a photon. It is easily
contaminated by events of other physics processes. With data of atlas-software version 11, we had
studiedtt background and found that background jet based physics processes can be easily discriminated
by the event missingr and jet multiplicities. The only irreducible background is e events with
one of theZ decay lepton escaping detection or mis-identified. &hevents are contaminated by the
Z — eeevents, with one of the electron mis-identified as a photon, and the event rate is five times to the
W=y with an ISR oW Wy photon. Luckily this background can be discriminated by the invariant mass
of m(ey) that consists witm(Z).
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Figure 51: Distributions ofV=(u*v)y event variables, with a photon of ISR, FSR, fake background,
and of inclusiveZ contamination.
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Table 40: Number ofV* andW*y events for an integrated luminosity of 1 th Photons are tagged

for signal photon of ISR an@&/Wy vertex, and background of FSR and fake photon. Contamination of
inclusiveZ events is also listed. The ISR signal to noise ratios are 0.95 and 0.98 for electron and muon
channels, respectively.

Pythia W inclusive (W — ev) = 17440 pb'!) | Z inclusive| WPhoton10
Detectable e +ISRy +FSRy +fakey Z(eBy e-+Signaly
Er(y) > 10 GeV 6.7M 5760 11440 7890 32480 1710
BDT cut (e = 67 %) — — 242 791 101 1145
NLO scaled background (k=1.3) 1474 | (k=1.66) 1901
Pythia W inclusive (W — uv) = 17440 pb!) | Zinclusive| WPhoton10
Detectable ut  +ISRy +FSRy +fakey Z(ug)y | u*+Signaly
Er(y) > 10 GeV 11.1M 9100 28410 10250 3950 2680
BDT cut (e = 67 %) — - 413 961 409 1793
NLO scaled background (k=1.3) 2318 | (k=1.66) 2976
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The Boosted Decision Tree method is conductedigry events with three trainings to separate 1)
FSR photon from the rest, 2) signal photons (of ISRAAWy diagrams) from fake photon, and 3) signal
photons from the contamination dfinclusive events. The 19 variables used in the decision trees are
illustrated in Fig[ 52, for events &+ (e*v) plus an ISR photon and(ee) contamination. Almost every
variable shows distinguishable feature for decision tree training. The test scores are plotted ih Fig. 53
for the three trainings. The cuts chosen for ISR selection corresponds to a selection efficiency of 65 %
for the WPhoton10 dataset with Signal (of WPhoton10) to Nois®\(drfclusive) ratio of 0.95 (0.98) for
electron (muon) final state, respectively. The number of events selected with the BDT cuts are listed in
Table[40.

The Boost Decision Tree discriminates signal photons (ISR and\affectively from FSR and
fake photon in the higlEr (y) region. lllustrated in Fig. 54 are the selection efficiencies as functions
of Er(y) and my (W=, y) transverse mass. One sees fast climbing curves to Bigh) (mr (W=,7)
regions that is sensitive to discovery of new phenomenon beyond Standard Model predictions. The
photonEr (y) distributions ofw*y candidates selected before and after the decision tree cuts are show

400+ R
Ee 500 i :
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Figure 52: Distributions of event variables used in Boosted decision tra¥fge*v)y with signal of
ISR photons and background of inclus&éee) contamination.

73



DRAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/wgam_bdt.tex D RAFT
Last changed on: 2007-12-11 05:03:10 -0500 (Tue, 11 Dec 2007); Revision: 47; Author: Alan Wilson (wilsona)

- —— W(ev)+ISRyxd | T ——— W(uv)+ISRy x4
£4000{ e W(ev)+FSRy 2 e W(uv)+FSRy
- . W(ev)+fakey x2 :4000‘ v e W(nv)+fakey x2
Py Z(eé) contam. P Z(wh) contam.
£2000] l , 52000 l i
> ‘ I > !
600 — B00 0 560 1000 600 800 0 _ 500 _ 1000
Score(FSR vs ISR) Score(FSR vs ISR)
< ——— W(ev)+ISRyx4 | ——— W(uv)+ISRy x4
L3000y wéii%ips%x e . W%tz;:FSF;{yX
- i W(ev)+fakey x2 —20009 ll T W) +akey x2
920007 Z(e¢) contam. @ PRI Z(uyh) contam.
o ©1000 i
L1000 sl g
i . i . -
0t— ! ; ; ol— i e D il
-1000 -500 0 500 1000 -1000 -500 0 500 1000
Score(ISR vs fake) Score(ISR vs fake)
- —— W(ev)+ISRyxd | o —— W(u)+ISRyx4
L3000y . et £30001 B e Wil )+ FSHy
- . W(ev)+fakey x2 - o e W(nv)+fakey x2
92000‘ Z(e¢) contam. £2000] Z(wh) contam.
5] 5]
I_ﬁ1000< e J/ l_|>J1000< ) 7
-1000 -500 0 500 1000 -1000 -500 0 500 1000
Score(ISR vs Z contam.) Score(ISR vs Z contam.)

Figure 53: Test scores of the three trainings\Woty events of four photon types of FSR, ISR, fake
background and inclusiv& contamination). The training and tests are separated\fordecays to
electron (left) and muon (right) final states. The arrows indicate cuts chosen to optimized selection of
ISR photon.
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Figure 54: BDT selection efficiencies as a function of Ey¢y) and the transverse massmof (W*, 7).
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Figure 55: Et(y) distributions of reconstructed/~y events (upper row) and after decision tress cuts
(lower row), forwW= decays into electron (left) and muon pairs (right). The distributions are normalized
(by about a factor two to ISR and a factor 14 to background) to the 1 drpectation.

in Fig.[58, for both thes*y and u*y channels. The background of fake photons are distributed mostly
in low Et(y) region. Fake photons originate from meson of underlying and jet secondariegt*fhe
channel has little inclusivE contamination. The*y channel is contaminated by t@e— e*e~ events

with one electron mis-identified as a photon distribute&iiiy) ~ 40 GeV. The decision tree selection

is effective in suppressing fake photons ahidlackground. Th&s (y) spectra of ISR photons also shows
the dominance over backgroundhs (y) ~ 20 GeV region (similar to th&y case). The distributions

are normalized to 1 fo' expectation. The event statistics using WPhoton10 dataset for signal photons
is sufficient, however, the background events of incluSWelataset are very limited, showing large
fluctuation that does not represent the 1¥fistatistics.

The W*y events of WPhoton10 simulation has included W&/y coupling that has a destructive
radiation zero amplitude at c6g, = +1/3 (for W) for the ISR scattering angle to the colliding anti-
quark. The distribution ofn(1*) — n(y)) is suppressed near zero, and is asymmetric for having more
W™y events in the forward-n region and mor&/~y events in—n region. Plotted in Fi@G are the
Radiation Zero spectra multiplied b= charge,Qw - (n(1*) —n(y)), for ISR, FSR and background
of fake photons and& contamination. The distributions of FSR and fake photons are approximately
uniform inn. Given the large statistics /=y events to be observed for 1 tbof data, the Radiation
Zero amplitude phenomenon can be observed quantitatively.

With the boosted decision tree method we gain the flexibility for not having to impose selection cuts
on individual event variables. The final selection is on the decision tree test scores is effective and have
preserved the kinematic range for variables k€ y) for physics study. By the topological distributions
of ISR and FSR photons, we will be able to differentiate their contributions and may be used to probe
physics contents beyond the Standard Model.
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Figure 56: Distributions 0Qy - (n(1) — n(y)) for reconstructedv*y candidates (upper row) and after
decision tree cuts (lower row), fW* decays in electron (left) and muon (right) channels. The dis-

tributions are normalized (by about a factor two to ISR and a factor 14 to background) to thé 1 fb
expectation.

6.5 WWy coupling
6.5.1 WWy coupling parameters

Measurement ofV*y production provides a direct investigation of the triple gauge boson couplings of
WWy interaction (Fig.4B) with the effective Lagrangian given by

igWWY/g\NWy = AH (W/IVWJFV _ ijwiv)

(14 Dk )W, W, FHY 4 '\;LévF“VWV*PWp;. 2)

The Standard Model describes tWéWy coupling with the two parameterdk, and A,, equal zero.
The signature of anomalous TGC coupling, indicating new physics at much higher energy scale, will be
observed with higher event rate\&f and photons produced in high transverse momentum regions.

Dependence of anomaloUgWy coupling is evaluated with the BosoMC progrém|[34]. The distri-
butions shown in Fid. §7 are examples of transverse momenta and transverse mass of observables with
a set of non-zerd\k, andA, values. TheEr () distribution has outstanding sensitivity Aoc, and A,.
It is used for binned log likelihood calculations to evaluate the confidence limits of anomalous coupling
amplitudes.

The CSC datasets are of Pythia simulation of the Standard Model leading order calculation with
Ak, = 0 andA, = 0. We first compare thEr (y) andmyr (W=, ) distributions of selecte?/*y events,
shown in Fig[ 5B, with those of Monte Carlo generators. The event selection efficiency increases with
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Figure 57: Distributions of transverse momenta and transverse masgég fofal state particles of
BosoMC calculations witid, = 0.2 andAk, = 0.4.
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Figure 58: Distributions oEt (y) Wy events (points) in comparison with the MCtruth of CSC data and
LO Standard Model distributions of BosoMC calculations.
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Er(y) and reaches a uniform plateauB&t(y) around 80 GeV (Fig. 4). In higkr(y) region the
distribution (Fig.[58.a) is consistent with the Pythia MCtruth and the BosoMC LO calculation. The
CSC datasets have not included anomalous coupling in the simulations. The agreement with Pythia and
BosoMC distributions gives us the the confidence to reweigh the CSC data distributions according to the
BosoMC calculations for dependence on fig andA, parameters.

6.5.2 Confidence limits for anomalousVWy coupling

The BosoMC has imposed a form factor on the coupling parameters for conservation of unitary at arbi-
trary energy scale. The twWy coupling parameters are expressed by

Aky = Akyo/(1+ %)”, Ay =M/ (14 )", ®3)

with n= 2, A = 2 TeV applied in this practice. The production\dfy events increases withk, and
Ay. Itis demonstrated by the two dimensional contour plot in . 59 for the integrated cross section of
events with photoier () larger than 50 GeV.

The selectedV*y events are limited by the data statistics for presenting the integrated luminosity
of 1 fb~* or higher. In order to better present the expedey) distributions we did parameterization
for the "background-subtracted” distributions of leading order expectation, and the confidence intervals
of anomalous coupling parameters were calculated by binned likelihood estimation to these curves. The
background in higheEr (y) region drops faster than the signal. It indicates that the uncertainty in back-
ground scaling is not significant as the likelihood depends mostly on the shape of distribution in high

Er(y) region.

LRI
~LivwrnoN

Zp(V) (A, AK)/Zp(v)(SM)

Figure 59: Dependence on the anomalaws andA, parameters is illustrated by the ratio of production
cross section to the Standard Model Way of with Er(y) > 50 GeV.
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Although the CSC data is simulated for Standard Model leading order expectation. With the NLO
calculations of BosoMC, we may study the NLO sensitivity to anomalous TGC parameters by scaling the
Standard Model observables accordingly. Ei¢y) spectra of selected events were first scaled to NLO
expectation according to the linear increases¢NLO) /o (Born) in Ex(y) (Fig.[49), and the expected
number of events normalized by the k-factor in Tgble 38. The dependence on the anomalous coupling
parameters were evaluated and scaled by the weight distributions of BosoMC calculation of

R(ET; Ay, b%y) = 6 (Er3 Ay, Ak;) /6 (Er; 0,0). @

The confidence intervals dfi, andA, are estimated by binned log likelihood functions on the histogram
of

—logL(Vtot, Ay, AKy) = Ytot — Z i 10gyi (Ytot, Ay, Aky) (5)
|

wherey; is the hypothesis for thieth bin with measurable af; events. From the reference distributions
of CSC data we scale the histograms to the integrated luminosity expected, and the histograms employed
for confidence interval calculations are prepared with

1. the Mock data histograms;fnare the scaled reference distributions with the number of events of
each bin smeared by a random Poisson distribution.

2. the Test hypothesesifandAx, (y;): are the reference distributions multiplied BYET; A,, Aky).
Monte Carlo of BosoMC were conducted for a carpet scan in steps of 0.01 foipatidAx,. The
R(Et; Ay, Aky) in Eq.[§ is return by interpolation of the BosoMC distributions.

The confidence intervals are calculated\ét y events of electron and muon decays channels sepa-
rately. Shown in Fi@O are an example applied toERéy) of W+ (u*v)y distribution normalized to 1
fb~1. The signal expectations of LO and NLO are shown by the dashed and dotted Iin Fig. 60.a. The
binned log likelihood functions for signal expectation and mock data are plotted jn Fig. 60.c and d for the
two anomalous coupling parametéssandAxy. The 95 % confidence countor is plotted in . 60.b and
the intervals obtained are listed in Taplg 41. These values are competitive to the LEP combined result of
—0.089< 1, < 0.20 and—0.13 < Ak, < 0.13 [36].

The theoretical understanding by the LO calculations of Pythia and BosoMC is consistent well within
5 %. The dominant systematic certainty may be attributed by the parton density functions that is not yet
investigated. Also note that ther (y) slope of NLO differs from LO. With the sensitivity estimated on
anomalous coupling parameters, we would be able to distinguish NLO expectation from LO by as little
as 1fbo ! of data.

Table 41: 95% confidence intervals for the anomali/y coupling parameters obtained with the
Er(y) of NLO expectations.
W(ev) +ISRy | W(uv)+ ISRy
1t 10 fb ! 30fbt 1fb~t 10 fbo ! 30 bt
Ay | [[0.12,0.07] [-0.07,0.03] [-0.05,0.02][-0.09,0.05] [-0.05,0.02] [-0.03,0.01]
Axy | [(0.53,0.30] [-0.34,0.12] [-0.28,0.08][-0.46,0.23] [-0.30,0.09] [-0.13,0.06]
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Figure 60: The Log likelihood was calculated for tBe(y) distribution of NLO expectation of 1 fit

of data in a). The 95 % confidence contour is plotted in b), and the log likelihood functiohsawid
Ak, are plotted in c) and d), respectively.
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7  Study of Z% production

7.1 Z% production mechanism

The Standard Model leading order Feynman diagram&fgrproduction are shown in Fi@l. The
initial state photon radiation (ISR) in s-chant#/y= production (left diagram) is considered as our
signal, and the final state radiation (FSR)y* process is considered as th¢y signal background. The
ZyV vertex is forbidden at the tree-level in Standard Model. The anomalguscouplings could be
investigated.

zZ/y Z/y

ISR FSR

Figure 61: Born diagrams of tl#’y production in hadron collider.

The Pythia calculated LO cross sections Z8rplus an ISR photon are compared to BidO pro-
gram [21]. The production cross sections are listed in Table 42. The CSC ZPhoton10 dataset (5189) of
process number MSUB(19)=1 is generated with a cutoff of CKIN(3)=10 GeV for the transverse momen-
tum of 2— 2 hard scattering of thgq — Z° production. The ZPhoton10 cross section is lower than the
cross section ot (y) > 10 GeV, due to the round off of events which failed CKIN{3)0 GeV. Thus
we compare cross sections at a higher thresholgrdf) > 25 GeV, with the Pythia value derived by
the event fraction in ZPhoton10 dataset. The Next Leading Order (NLO) contribution is evaluated with
the BHO. The BHO calculations has exclud&yJet events that contributes to incluszi%.y production
with final state oZqy. The k-factor of the NLO cross sections to the LO calculations are also given.

7.2 Z% Monte Carlo datasets

Production ofZ% events in leptonic decay channels were investigated with the ATLAS CSC datasets
of full detector simulation and the reconstructionatias-software version 12.0.6. The datasets in use

Table 42: Production cross sectionsZoénd an ISR photon with single lepton flavordf— ¢¢ decay.
The k-factor is derived by the BHG(NLO)/c(Born).

Pythia ZPhoton10 CKIN(3} 10 GeV Er(y) > 25 GeV

o(LO) (pb) 5.28 1.39
BHO Er(y) >10GeV Er(y) > 25GeV
o(Born) (pb) 4.65 1.30
o(NLO) (pb) 5.44 1.70
k-factor 1.17 1.30
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(listed in Tablg 4B) are of Pythia generator|[20] simulations for the Standard Model leading order (LO)
production of inclusiveZ® events at the proton-proton collisions @& = 14 TeV. Previous studies of the
prospect oZ% measurement were investigated with the ATLAS fast simulation reported|in [33].

The Pythia simulation of inclusivig® boson production (CSC dataset 5144, 5145) has included initial
state radiation (ISR) of photons irradiated from the colliding quarks, and final state photon radiation
(FSR) from thez® decay leptons. The production cross section is 1675 pbith 0.83 % of the events
containing an ISR photon with&r () threshold of about 5 GeV.

Table 43: Datasets in use for the studyZé‘fy production. Dataset name, version, number of events
generated, and the corresponding integrated luminosity are listed.

CSC dataset ID dataset name version Eventspb
5899 TW Zphoton10ée uu) 12.06.04 66k -
5900 Zphoton2¥e uu) 12.06.01 6.6k -
5900TW Zphoton25¢e up) 12.06.01  31.2k -
5145 PythiaZmumu 12.06.01 241k 161
5145TW PythiaZmumu 12.06.02 492k 329
5144 PythiaZee 12.06.01 360k 252
5144TW PythiaZee 12.06.02 192k 134
5144TW PythiaZee 12.06.04 493k 348

7.3 Detections of leptons and photons

The Z° bosons are reconstructed with a pair of oppositely charged leptons of the same type. Electrons
are selected with thisEM objects of categor@x7FF that match with inner detector particle tracks.
Photons are also of tHeEM 0x7FF category without matching track. Muons are objectsiion_boy

data bank. The&? decay leptons are tagged with tMCtruth bank that contains thelEPEVT of
generator particles and their four momentum. By matching reconstructed particle direction with those
of MCtruth, the origin of the reconstructed particles is identified. Shown in[Fip. 62 are the resolution

T 200
& .
5 04F - ISRy
o IR 6000 1500
0 .
< 0.3F
. 4000 1000
0.2F ~
0.1 2000 500
0-.. |J|1| ML PP I PP P
0 Q05 1T 2 00 0.1 02 03 0.4
E(eg)/E(gen) E(eg)/E(gen) AR(eg,gen)

Figure 62: Plotted are the deviation in reconstructed energy and directionNtCtnath parameters for
ISR photons oEr(y) > 25 GeV.
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Figure 63: Reconstruction efficiencies of (arbjion_boy muon’s, (c,d)ISEM 7xFF electrons ofz°
decay, and (e,f) ISR photons Bf (y) > 25 GeV.

of reconstructed photon energy and direction to M@truth parameters. The photons were selected
from ISR withEr (y) > 25 GeV. The energy resolution is 4 %, and the RMABf= (dn?+d¢?)Y/? is
0.018 Rad. Similar evaluations were also applie@talecay leptons. The muon energy resolution is
12 % and theAR RMS is 0.057 Rad. The electron energy resolution is 7 % andBBMS is 0.025
Rad.

The particle reconstruction efficiencies evaluated by matchin@truth are shown in Fid. §3. The
muon_boy reconstruction (Fid. §3.a) has a uniform coverage yptec 2.7. Loss is seen in the detector
edges nean = 0 and+1.5. The distribution is approximately uniform oy (1t). The muon detection
efficiency is 95 %. The detection of electrons and photons relies on the ECAL shower reconstruction
algorithm with matching to tracks. THeEM O0x7FF category has strong selection criteria imposed to
prevent jet secondaries being wrongly recognized as a electron or photon. The reconstruction efficiencies
reach a peak average of 80 % (70 %) in the barrel regipn< 1.5) for electrons (photons), respectively,

In the forward region the ECAL reconstruction of shower cluster position is less precise due to the track
matching quality that deteriorates by the tracking materials.

7.4 Topological distributions of Z%y events

The observables @y events are the inclusive productionadfe” y andu* 1~y particles, The datasets
analyzed are the Pythia inclusi?® production (CSC-ID 5144,5145) and t#& with an ISR photon
(CSC-ID 5899,5900). Events are selectedZfeeconstructed by the pair of the most energetic electrons
or muons. The photon is the most energetic nelsEaM particle. The photon type is tagged \Ctruth

for “ISR photon” irradiated from the colliding quarks or gluons, and “FSR photon” f@fhdecay
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Figure 64: Distributions 0Z°(e€)y event variables with ISR, FSR and fake photons.

leptons. The event types with an ISR or FSR photon are distinguishable by invariant masses of lepton-
pair and lepton-pair plus photon, and the photon direction to the leptons. Most FSR photons are very

close to thez® decay leptons and the invariant mass of ‘m(~, ) consistent with th&® mass. Events
with an ISR photon would have the invariant mas§,",1 ), consistent withm(Z), and the direction of
the ISR photon separated from tA&decay leptons.

Plotted in Fig@ are some of the most profound distributiong%f events. Distributions of in-

clusiveZ® events with a fake photon are also plotted. The fake photons were identified by matching to
MCtruth and found to be mostly a neutral mesons$, {7, etc.) or charged mesons or electrons missing
tracks. Fake photons are of jet secondaries or underlying event remnants, and the event topology is sim-

ilar to events with an ISR photon. The most profound difference is seen fdtthg of fake photons,

that are distributed in less energetic region.
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Figure 65: The opening angles &R(1*,y) of FSR and ISR photons to the nearest leptons (of
Z%u*u~)y events), and the selection efficiencies with Boosted Decision Tree method.
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Figure 66: Distributions of variables used in Boosted decision tree for selectish pf 1~ )y events
with signal of ISR photons and background of fake photons.

85



D RAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/zgam_bdt.tex D RAFT
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub)

7.5 Z% analysis based on Boosted Decision Trees

The physics interests in measurid@§y events are the cross section Zff accompanied with an ISR
photon and théer(y) distribution which may indicate new phenomenon beyond the Standard Model.
The analysis emphasizing on the identification of “signal” events with ISR photon, discriminates “back-
ground” of 1)Z° with an FSR photon, ZJ° with a fake photon, and 3) a small fraction of contamination
from W production reconstructed &5l ~y final state.

The event selection was conducted with a Boosted Decision Tree method with training for separating
Z% events of different photon types. Candiddf® events are dominated with FSR photons that can
by easily identified by the opening angle to the nearest lepton|[(Fig. 65). The training was in two stages:
first separate the dominant FSR photon from the other, and second distinguish ISR photon against fake
photon. The decision tree has 19 variables and the tests were conducted for a total 1000 tress. Distri-
butions of event variables are illustrated in Fig| 66 for ISR photons and for background of fake photons.
The characteristics in photon energy is profound. Fake photons originated from neutral mesons can not
be distinguished by the limited ECAL segmentation for spacial resolution for decays into two photons.
However, they are often accompanied with jet secondaries or underlying remnant particles. By counting
the charged tracks in its neighborhood in a cone of 0.45 Rad, the multiplidNiels C45) and en-
ergy containment§umPt C45) are useful parameters that differentiate background from ISR photons.
Distributions of these variables are shown in Fig. 66.

7.6 Z% measurements of BDT selection

The event pre-selection & (y) > 10 GeV is chosen as low as reasonable above the Pythia generator
threshold and is achievable by detector reconstruction. The expected FSR event rate is almost an order
of magnitude higher than the ISR. The event rate with a fake photon is compatible to signal with an ISR
photon. The number of reconstructgly candidates estimated for an integrated luminosity of 2 fo

are listed in Tabld. 44.
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Figure 67: Test scores for the two trainings optimized for 1) FSR photons against the rest, and 2) ISR
against fake photons. The arrows indicate the cuts chosen. The two columns show Z8dis efe™
(left) andu™ u~ (right) separately.
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The BDT training was conducted f@f decays in electron and muon channels separately. Data sam-
ples were divided in half for training and test purposes. The test scores of the two decision trees trained
for identification of FSR and ISR events are plotted in Fid. 67. The score of an event is the counting
of correctness being recognized in the 1000 decision trees. The histograms shown are normalized to
the expected number of events of T #ylisted in Tabl). The arrows indicates the cuts chosen for
selection of ISR events. The corresponding selection efficiency is 67 %, and the ISR Signal to Noise
ratio is 2.0 (1.8), foiz® decays of electron (muon) channels, respectively.

Table 44: Number a2® andz®y events of electron and muon decay channels for an integrated luminosity
of 1 fb~1. The photons are tagged for ISR, FSR, fake background, and contaminatewaints. The
ratio of ISR signal events to the rest are 1.8 (1.9) for electron and muon channels, respectively.

Pythia | Zinclusives(Z — e"e”) =1675 pb* | Winclusive| ZPhoton10
Detectable e'e” +ISRy +FSKRy +fakey W(ev)y e ISRy
Er(y) > 10 GeV 376 k 430 2760 490 44 430
BDT cut (¢ = 67 %) — — 70 74 — 288
NLO scaled background (k=1.3) 187 — (k=1.17) 337
Pythia Zinclusives(Z — u*u~—) =1675pb! | Winclusive| ZPhoton10
Detectable utu- +ISRy +FSRy +fakey W(uv)y Tu ISRy
Er(y) > 10 GeV 840 k 950 7500 790 930 950
BDT cut (e =67 %) — — 173 186 636
NLO scaled background (k=1.3) 467 — (k=1.17) 774
- 1000 a) Z(ee) CSC recontructed < a) Z(up) CSC recontructed
Q2 1fb™ S/N=429.9/3250 L 1fb™" S/N=950.0/8289.99
- (MG entries S/N=3418/1263) + 2000 (MG entries S/N=7338/2153)
§2l 750"‘ ‘ Z(ee)+ISR no cut @0 ‘ Z(up)+ISR no cut
c ‘ ®  Z(ee)+ISR < 1500 ®  Z(u)+ISR
Q 500! " FSRsfake Q L FSR+fake
@ S T 1000, S
2501 5001
0730 40 60 80 100 120 140 160 180 200 030 40 60 80 100 120 140 160 180 200
E;(y) GeV E.(y) GeV
< b) Z(ee)y, BDT selected, ISR eff=0.6706 - b) Z(uw)y, BDT selected, ISR eff=0.6692
Re) 1fb™! S/N=288.3/144.3=1.997 L 200/ 1o S/N=635.7/359.1=1.770
— 80 (MC entries S/N=2179/62) - (MC entries S/N=4759/129)
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Figure 68: Er(y) distributions of reconstructed®y events (upper row) and after decision tress cuts
(lower row), forZ® decays into electron (left) and muon pairs (right). The distributions are normalized
(by about a factor three) to the 1 thexpectation.
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The ISR photon carries signatures of coupling to the colliding quarks. Event rate in thef{igh's
an important probe to new physics phenomenon. The Pythia CSC datasets are simulated for the leading
order Standard Model predictions. With the decision tree selection cuts, the nun#fgrefents with
an ISR photon for 1 fb! of data is estimated to be 290 events for the electron channel, and is about
twice larger for the muon channel. TEg (y) spectra before and after the decision tree cuts are shown
in Fig.@. The FSR photons, having simigt (y) distribution to ISR, attributes to about half of the
background. The fake photons are populated inBawy) region, and are distinguishable from the ISR
in the Er(y) ~ 20 GeV region. The shape & distribution in the low energy region is important for
calibration and measurement of production cross section with ISR photons.

The Boosted Decision Tree variables include energy of detected photons and invariant masses of re-
constructe@® and so on. These variables carry discrimination power on background photons distributed
mostly in the lowEr, low mass regions. Thus one see in Fid. 69 the increasing selection efficiency dis-
tributions versu&r (y) and other other invariant mass and energy variables. Also plotted iig. 69 isthe
efficiency of number of charged tracks to the photon (N(trk) Corn45) in a angular céfe-00.45. ISR
photons are isolated signals. The BDT selection is effective in keeping the track matching characteristics
for discrimination from fake photons of underlying and jet remnants often accompanied with tracks.
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Figure 69: BDT selection efficiencies verszfey event variables for signal events with ISR photons.

88



D RAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/zzintro.tex D RAFT
Last changed on: 2007-12-11 21:23:04 -0500 (Tue, 11 Dec 2007); Revision: 49; Author: Alan Wilson (wilsona)

8 ZZ production and neutral triple gauge boson couplings

8.1 Introduction

The production of pairs oZ bosons at LHC is of great interest for two reasons. Firstly it provides a
unigue opportunity to test the Standard Model at the TeV energy scale, and secondly it is the irreducible
background to the search for the Higgs boson inkhe> ZZ decay channel. In the Standard Model,
ZZ production proceeds through thehannelgq scattering diagrams shown in Fig.] 70(a) and (b).
The ZZZ andZZy neutral triple gauge boson couplings are zero, hence there is no contribution from
the diagram in Fig[ 70(c) at tree level. At the one-loop level the contribution from this diagram is
©(107%) [28]. Measurements of the neutral triple gauge boson couplings provide a sensitive test of
the gauge structure of Standard Model; non-zero values would indicate the presence of new physics
beyond the Standard Model. Non-ze#@Z andZZy couplings typically increase th&Z cross section
at highZZz invariant mass and highy of theZ boson. The study aZZ spin correlations can be used
to discriminateH — ZZ from the effects of anomalous couplings, becauseZthesons fromH decay
tend to be longitudinally polarised whereas anomalous couplings lead to one transversely polarised and
one longitudinally polarised boson.

ZZ production has been studiedane annihilation at LEP|[4], and first results fropp collisions
at the Tevatron based on around 1¥bof data have been reported, as discussed in Sectiorj 3.1.1. The
production cross section at LHC is predicted to be about 15-20 times larger than at the Tevatron. Pre-
dicted values at LHC at leading and next-to-leading order are shown in [Table 45. The NLO value is
around 15 pb; this does not include the contribution from gluon fusion, which is expected to be about
15% [39]. This contribution is not included in all studies in this section. As shown below, a measurement
of the ZZ production cross section should be possible in the first year of LHC running, with as little as
1fb~! of data.

We present studies &fZ production using two decay channels. Thg — (¢4¢ (¢ = e, i) channel
has a clean, almost background-free, signature of four piglisolated leptons. The main backgrounds
come fromtt pair-production where botW bosons decay leptonically and the other two leptons come
from the decay of the b quarks, and fradrboson production associated with jets, whereZhgoson
decays leptonically and is accompanied by leptons in heavy quark jets.ZZhe ¢¢vv channel is
characterised by two higpr isolated leptons with large missing transverse energy. It has a branching
ratio about six times larger thatZ — ¢¢¢¢, but suffers from much bigger backgrounds. These arise from
tt andZ+jets events where one or more jets is not detected and gives a fake missing energy signature.
In addition, this channel suffers an irreducible background Y8z events where the lepton from the
decay of theV boson is undetected.

q Z q Z q z
N\
 J NTGC vertex
Zy
q_—q—"\/\/\/'\., 7 q_ 7 g 7

(@) (b) (©)

Figure 70: Feynman diagrams 82 production at leading order: (a) and (b) show the diagrams allowed
in the Standard Model; (c) shows the diagram including the neutral gauge boson coupling which is
forbidden in the Standard Model.
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Table 45: Cross-section fqgp — ZZ at /s = 14 TeV. The first column shows the leading order value

from Pythia forpp— (Z/y*)(Z/y*) with m(Z/y*) > 12 GeV. The second column shows the value from

Pythia requiring 76< m(Z/y*) < 110 GeV. The third column shows the next-to-leading order value from
MC@NLO, which is for pure on-shellZ production.

PDF set Pythia [pb] Pythiac [pb] MC@NLO o [pb]
m(Z/y") > 12 GeV 70<m(Z/y*) <110 GeV
CTEQ6L (LO) 11.15 9.55 -
CTEQ6M (NLO) - - 14.74
MRSTO1 (LO) 11.05 9.48 -
MRSTO02 (NLO) (12.33) (10.63) 15.32

The results of th&Z production studies are used to investigate the expected sensitivity to anomalous
neutral gauge boson couplings in early ATLAS data.

8.2 7070 — ¢*t¢—¢t ¢~ analysis
In this section we present a study on #fZ° production channel via four lepton decay channels:
pp—2°2° »efeete, utuutu, ety

The pp — Z°Z° total production cross section gfs = 14TeV can be found in references [16,15] by
L.Dixon et al. and J.Campbell et al. respectivelly, for both MRST and the CTEQ(5) parton distribution
functions. The total production cross sections at LO and NLO, without any cuts applied, are given in the
two references are summarized in Tdble 46.

Table 46: Summary of cross section values given in references (see text) for the MSRT and CTEQ(5)
PDFs . Values not in parentheses are taken from Campbell et al., whereas values in parentheses come
from Dixon et al.

oLolpb]  onLo[pb] Ke

CTEQ(5) 12.9(11.8) 17.2(15.8) 1.33(1.34)
MRST  12.2(11.4) 16.3(15.2) 1.34(1.33)

TheZz%Z° Monte Carlo samples used in this analysis is forzde— 4¢, (¢ =e, u, t) process, which
is generated by PYTHIA(v6.3) [20] (at LO) using the CTEQ(6) PDF. Hhe* interference terms are
included in the generator. With the mass cut on the dileptons decayZyqin the cross section times
the dilepton decay branching ratie,x BRis 159 fb. The next-to-leading-order (NLO) calculations give
higher production cross sections. The k-factor (defineki-asio(NLO)/do(LO)) is about 1.35 when
both Z%s are on mass shell. However, when tb‘é/y* are off thez® mass shell, the k-factor varies
ranging from 1.15 to 1.52 for th&/y*Z/y* mass range from 115 GeV to 405 GeV, which is determined
by using the MCFM MC calculations [15]. For this analysis, we will use a constant k-factor, 1.35, to
normalize thez®Z% — 4¢ signal events. 3

The major background contributions to this channel come fronttthe 4¢ + X andZbb — 4¢ + X
processes. In our background studiestthe 4¢+ X events are produced with MC@NLD [18] program,
witch gives a totakt production cross section, af = 833pb (NLO). The Zbb — 4/ + X events are
produced with the AcerMC Monte Carlp [51] which gives the LO cross sectiog,52 pb. PYTHIA
program has been used for the hadronization process. The k-factor for this process is 1.42.
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Table 47: Signal data samples summary table.

Process Dataset of[fb] x BR Filter Filter eff. ~K-factor Events L[fb~!]
ZZ— 4¢ 59801104 159 |n|<27,pr>5GeV 0.219 1.35 154450 3284
ZZ — 40 59801209 159 |n|<27,pr>5GeV 0.219 1.35 43000 913

Table 48: Background data samples summary table.

Process Dataset o[pb] k Filter Filter eff. Events L[fb—!]
Zl:lt_)—> 4¢  5177(1209 52 1.42 Ztlb_—> 4¢  0.00942 313689 451
tt —4¢ 5211¢1209 833 - it — 4/ 0.00728 152701 25.2

8.2.1 Signal and background MC Samples

Table[4T summarizes the basic properties of the signal samples used in this analysis. In these sam-
ples bothZ’s are forced to decay to leptons (three flavors). Further ‘filter’ selection cuts are applied to
generated MC events:

e Four leptonsé€, u) in final states. Those electrons and muons include fronZh& decays and
from t-lepton decays.

e P > 5GeV.
° ‘T]g‘ < 2.7.

The overall filter efficiency is 21.9% as shown in Tgblg 47. The format of all samples used is the Analysis
Object Data (AOD) format [41]. Reconstruction was performed using both 11.0.4 and 12.0.6 releases of
the Atlas Software framework, ATHENA.

The properties of the background samples studied for this channel are given it Table 48. The two
main contributions are frortt andZbb processes. Because of the large cross sections of the two chan-
nels, the number of events generated with ATHENA v11.0.4 correspond to very small luminosity, not
allowing thus for a reliable background estimate. For this reason in ATHENA v12.0.6 filter cuts requiring
4 leptons in the final state were applied.

On the basis of th& decay mode, signal events can be categorized as follows:

e bothZ bosons decaying to muons (ij
e bothZ bosons decaying to electrons€
e oneZ decaying to muons and the other to electrong 2@)

In Table[49 the five possible event configurations are given and their respective percentage contribu-
tions to theZZ — 4¢ sample are shown. In case of taus present in the event with subsequent leptonic
decays the contribution to the above categories is given in the same table. Note that the event topolo-
gies ¥1u and dule resulting from at least ong decaying tors, which accounts for the. 32% of the
ZZ — 4¢, are not studied here. The contribution of this decay to the other 3 event configurations is not
taken into account in the calculation of the efficiencies, since these events do not survive the selection
cuts for theZ mass as explained below.

In Fig.[71(a) the invariant mass distributions from PYTHIA of the four leptons for the three event
topologies is shown, before any cut is applied. The two structures below 200 GeV correspond to events
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Table 49: The composition of theZ — 4¢ sample according to the final state configuration and the
contribution to the five possible event topologies fromtHeptonic decays of th&’s.

Channel Fraction iZZ — 4/ [%)] \ Channel Z — t— {(u,e) contribution [%)]
ZZ—4u 23.41 27— 4u 1.17
77 — 4e 22.70 77 — 4e 0.97
77— 2u2e 46.56 27— 2u2e 1.87
727 — 2t2¢(u,e 1) 7.33 27— 3ule 1.76
27— 1u3e 1.56
Total 100.0 | Total 7.33
500l L B B 5200?‘593‘\‘ ]
C —e— 77->2m2e MC invariant mass ] ; 180? 7;
i —e— 7Z->4e MC invariant mass 7: 01;160;* 7;
400: —e— 77.54m MC invariant mass ] > 140— 3
r ] = 000 E
300} { \&;1205 ]
: ] B 100 E
2001 . 5 80 E
r 1 § 60 =
100 3 = 40F E
s ] O 200 - =
C P IS RO . smazl RH( = B b b b b b L ARK
% 100 200 300 400 500 600 % 720 20 60 80 100 120 140 160 180 200
4l invariant mass (MeV/c?) MC Z2 invariant mass (MeV/c?) - initial
(a) The invariant mass distribution f@&z — 4¢ (b) Mass correlations of the twé bosons in the
PYTHIA events for the three event categoriest, 4 PYTHIA sample. The three event typg&, ZZ*
4e and 2u2e. andZ*Z* are clearly separated.

Figure 71: Four lepton invariant mass distributions (left figure) and correlation of th2 besons (right
figure) in the signal sample.
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Table 50: Fraction of events in the PYTHIA sample classified according to the two boson mass.

70<m(Z) <110 [%] mM(Z)+5Zyigin [%6] mM(ZZ) > 2M(Z) [%]

7 72.9 69.1 80.0
27 23.4 26.4 17.6
VAV 3.7 4.5 2.4

with one or bothZ bosons off-mass shell. This is clearly illustrated in Fig. 71(b), where the mass
correlations of the tw@'s are drawn.

In Table[50, the classification of PYTHIA events is done either usingZthévariant mass or the
definition of the on-mass shell. In column 1, on-mass shell window lies between-7010 GeV, in
column 2 the window iMz 4 5Zigth , WhereMz = 91.19 GeV andZyigih ~ 2.5 GeV [50]. In the third
column theZZ window opens aboveMN; while theZZ* andZ*Z* lie in the regions 106- 2M(Z) and
< 100 GeV respectivelly.

In the current analysis, the cross section was measured using two different mass regions. The mass
region characterized as tight requires bathto have reconstructed invariant mass between 70 and 110
GeV. This corresponds @'s with generated mask5c around the mass value and therefore represents
70% of the PYTHIA sample. The second mass region characterized as loose requikebatneen
70 and 110 GeV and the oth&rinvariant mass> 20 GeV. This corresponds to 89% of the PYTHIA
sample. It is important to define the mass region using the constrain @nfass (one or both) instead
of the reconstructed 4-lepton invariant mass in order to eliminate combinatorials and background events.

Given that thepy of the leptons is used in the analysis for the selection of the signal, the ordered
leptonpr distributions as generated by PYTHIA, are shown in Fig. 72 for each event topology and lepton
flavour.

8.2.2 Physics objects and lepton pre-selection

The identification of leptons and information on their properties used in the analysis, in both signal
and background samples, are provided by the official reconstruction algorithms of the ATLAS software.
Muons identified by the STACO reconstruction algorithm and electrons identified by the Egamma or
Egammasoft reconstruction algorithm [52] are retrieved from the corresponding AOD containers. A set
of pre-selection cuts, which is described below, is applied to the muon and electron collections.

Muon pre-selection cuts

e pr >6GeV/c,|n| <27

e Muon tracks should be MuonSpectrometer-Inner Detector combined tracks or MuonSpectrometer
standalone tracks in the rapidity regiorb2< |n| < 2.7, since this region is outside the Inner
Detector’s acceptance.

e x2/ndf < 15 of the match between the MS and ID tracks
e x2/ndf < 15 of the track fit
Electron pre-selection cuts
e pr >6GeV/c,|n| <25
e 0.5<E/P<3.0
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Figure 72: Leptorpr distributions, ordered for theid 4e and 212e events.
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Figure 73: Muon reconstruction efficiencies as a functiopoandn.

Table 51: Reconstruction efficiency for muons and electrons.

v11.0.4 v12.0.6

electrons 87.86% 81.39%
muons 93.31% 89.99%

8.2.3 Lepton reconstruction efficiency

The single muon reconstruction efficiency for muons coming flbdecays is shown in Fi. 3 and the
single electron reconstruction efficiency for electrons coming ffodecays in Fid. 74, as a function of
pr andn.
The above efficiency plots are constructed by dividing, in ggcbr ) bin, the number of muons/electrons
reconstructed in this bin to the original number of generated 'true’ leptons originatingZmacays in
the same bin. The reconstructed leptons are required to 'matehaimd ¢ with the generated ones. A
true’ lepton is considered 'matched’ to the reconstructed if the distdfce /dn2+d¢? is less than
0.1. Reconstructed leptons with no match to any of the generated ones in the event are characterized as
fakes and they do not contribute to the efficiency calculation which is given in [Taple 51.

8.2.4 Event Selection

After applying the pre-selection criteria described in sedtion B.2.2, events are classified according to the
number of same flavour leptons. Three categories are considered. Events with 4 or more muons, events
with 4 or more electrons and events with 2 or more muons and 2 or more electrons. Lepton pairs of the
same flavour and opposite charge are formed in each category and pairs with both leptons lying within a
cone of radiuglR< 0.2 are rejected. The remaining pairs are combined in doublets to form one 4 lepton
candidate.

The two main criteria which are used to discriminate signal from background are the leptarisl
isolation. In all three event topologies the isolation criterion is applied to all four leptons and the two
opposite sign pairs are required to have at least one leptorpwith 20 GeV/c.
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Figure 74: Electron reconstruction efficiencies as a functiopradindn.

Isolation cuts

For muon isolation the variableis defined as,

EO.4
| =" 6

e (6)
whereE®4 is the transverse energy in a cone around the muon track of rd&us0.4 andEY is the
transverse energy of the muon. For electronsiskdV flag is used. Electron candidates have to pass a
series of cuts based on the shower shape properties in different compartments of the calorimeter as well
as variables combining Inner Detector and Calorimeter informations. If a cut is not passed, then a bit is
set in thesEMflag. For more information on the physical meaning of each bit see reference for electron
reconstruction [1].

A muon is considered isolatedlit< 0.2 and an electron is considered isolated if the first four bits of
theisEM flag are set, which implies that only calorimeter based related criteria are required. In Figure
[75 the distribution of the muon isolation variaBlés given for each of the four muons, for both signal
and background. Distributions in each plot are normalized with respect to the same number of events.

Maximum pr cut

The pr distribution of the highesgpr lepton in each electron and muon pair is shown in[Fig. 76.[Fig. [76(a)
and76(b) are for thegd and 4 case respectively, while Fig. 76(c) gnd 76(d) for the muon and electron
pair of the 212e case. All pairs are required to have at least one lepton above 20 GeV.

Plots in Fig] 7} show the efficiency of thp§'®* and isolation cuts for thei4event topology, while
plots in Fig[78 show th@®* cut efficiency also for theetand 2u2efinal states.

Mass cut

In order to eliminate combinatorial background and background with leptons not originatingZfrom
decays, a cut on the reconstructédnvariant mass is applied. One or bdffs are required to have
reconstructed invariant mass between-7010 GeV. Thus we define two cases(mass regions) in the
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Figure 78: Efficiency of the[®* cut, for the 4 and 2u2e case.
Table 52: Signal selection cut efficiencies
4u [%] 4e %] 2u2e [%]
Lepton Preselection 70.67 62.27 65.40
Pair formation,dR 99.34 87.97 93.37
Isolation p& 81.11 58.62 59.07
Z Mass Tight Loose Tight Loose Tight Loose
72.68 91.99 76.09 93.47 77.81 95.19
Total 4139+ 0.64 5238+0.72 24434050 3001+0.56 2807+0.37 3434+041

analysis. In the first case, refered here as tight, Botlosons should fulfill the invariant mass require-
ment. These events correspond to the on-mass2hsl(70% of the PYTHIA sample as shown in Table
[50). The second mass region, refered here as loose, requirésamenass shell and the second with
an invariant mass- 20 GeV. The events of this category constitute the irreducible background of the
H — ZZ* — 4¢ and it is therefore important to measure its shape and cross section.

8.2.5 Cut efficiency

The cut flow described in the previous section and their respective efficiencies for the signal three event
topologies is given in Tabje b2. The lepton pre-selection efficiency is calculated with respect to the initial
number of signal events while the efficiencies reported for each set of cuts are computed relatively to the
previous one. The product of the relative efficiencies agrees with the ratio of the reconstructed events
after all cuts to the generated ones.

_Tableq 5B anfl 4 summarize the efficiency of the same set of cuts for the two background processes
Zbb andtt respectively. Again, each efficiency value refers to the previous one and the product of the
relative efficiencies agrees with the one obtained from the ratio of the number of events after cuts to the
original number of generated events.
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Table 53:th_Jbackground cut efficiencies.

4u [%] 4de[%)] 2u2e [%]
Lepton Preselection 6.33 10.70 18.36
Pair formation,dR 77.29 59.08 48.49
Isolation p® 1.28 4.27 0.65
Z Mass Tight Loose Tight Loose Tight Loose
2.03 24.87 2.24 25.59 8.79 69.76
Total(x1073) 128+0.64 1562+223 606+139 6916+4.70 510+1.28 4048+3.59

Table 54:tt background cut efficiencies.

au [%] 4e [%)] 2u2e [%)]
Lepton Preselection 3.20 24.84 36.12
Pair formation,dR 62.69 53.59 43.59
Isolation p'® 0.13 0.31 0.12
Z Mass Tight Loose Tight Loose Tight Loose
25.00 50.00 1.61 20.97 3.45 37.93
Total(x1073) 0.66+0.66 131+093 066+0.66 851+2.36 066+0.66 7.20+2.17

8.2.6 Trigger efficiency

The trigger efficiencies are computed for all three final state topologies in the case of Level 1(L1)
and Event Filter(EF) triggers. For theu4dtopology the efficiency to find at L1 a muon withyr >
20 GeV(Mu20) and at EF an isolated muon wth > 20 GeV(Mu20i) is given in Table $5.

For the 4 topology, the middle columns of Takle]|13 show the efficiency at L1 trigger to find an
isolated electron with EM cluster energy25 GeV(e25i) which corresponds to an electron wath>
18 GeV, or two electrons with EM cluster energyl5 GeV(2e15) which corresponds to electrons with
pr > 11 GeV. Also in the & case at EF level the efficiency of one isolated electron &ith> 25 GeV
or two isolated electrons withr > 15 GeV/(2e15i) is given in Tabfe [L3.

Finally, for the 242e event topology the efficiency for a L1 muon witit > 20 together with an
isolated electron with EM cluster energy 25 GeV and the efficiency for an EF isolated muon with
pr > 20 GeV together with an EF isolated electron wih > 25 GeV is given also in Table [L13. Note
that the efficiencies shown are calculated with respect to the number of events left after all selection cuts
are applied, including both cuts in tReinvariant mass, tight and loose.

Table 55: Trigger efficiencies
au [%] de [%0] 2u2e [%]
Tight Loose Tight Loose Tight Loose

L1 Mu20 99.81 99.70 2el5 100 100 Mu20+e25i 95.55 95.17
e25i 99.96 99.97

EF Mu20i 99.23 99.96 e25i 99.71 99.76 Mu20i+e25i 88.25 86.93
2el5i 98.79 98.44
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Table 56: Signal cut efficiency using v11.0.4

Au [%] 4e[%)] 2u2e [%]
Lepton Preselection 77.00 67.39 72.42
Pair formation,dR 99.44 91.08 95.28
Isolation p® 81.56 66.81 64.90
Z Mass Tight Loose Tight Loose Tight Loose
73.47 91.68 73.94 92.70 76.36 94.80
Total 4588+0.36 5725+0.40 3032+0.29 3802+0.33 3420+0.22 4245+0.24

8.2.7 Comparison between v11.0.4 and v12.0.6

Initialy the analysis was performed using the signal sample generated and reconstructed with ATHENA
v11.0.4. In Tabl¢ 56 the cut efficiencies using v11.0.4 samples is given. When comparing this table with
the one obtained from v12.0.6 data(Tgblé 52) there is evident a decrease in efficiency by a fadtor of 1
for the 4u and 12 for 4e and 2u2e cases in v12.0.6. The discrepancies in the efficiencies between the
two versions are mainly attributed to changes in the electron and muon reconstruction efficiencies.

8.2.8 Experience with analysis on the GRID

Part of this analysis was performed using GRID resources. This was achieved using Ganga v4.3.5 and
v4.4.0 interface| [49]. Due to Computing Element instabilities, sample shuffling and Ganga’s limitations

in re-submission of jobs, the success rate was pretty low, therefore the manageable samples (Pythia
signal) were transferred and analysed with local cpu resources. TheZlawgmdtt samples were still
analyzed with Ganga at the ROMAL site, where the successful jobs finished within a couple of days.

8.2.9 Expected signal and background

The invariant mass distributions of the four leptons for tlugdé and 21 2e event topologies are shown
in Figureq 79[ 80 and 81 respectivelly. In each figure the distributions for both mass regions —tight and
loose— are given in (a) and (b) respectivelly. The expected contributionZidmnibackground is super-
imposed in the plots. Both signal and expected background are normalizeéito!1@he contribution
of the Zbb background is mainly affecting the low invariant mass region whiléttheackground cannot
be superimposed in the plots because of the limited available statistics.

The expected number of signal and background events for each of the three final state configurations
at 1fb~1 is given in Tablg 57 for the tighf mass cut and in TabJe b8 for the loagenass cut. Errors
shown are statistical only. It is evident that for reliable estimation ofttheackground a larger sample
is required.

Summarizing, with £b~! of data we expect a total of 10 and~ 12 signal events respectivelly
in the two mass regions, and 0.18 and 1.65 background events. Although the background error is large
because of limited statistics a measurement of2B€ZZ*) cross section if feasible even witHfa—1.
Note that the above results do not include khe

8.2.10 Systematic uncertainties

The systematic uncertainties to the signal comprise: a)the uncertainty in the luminosity which is esti-
mated to 66% after the first Bfb~1, b) the uncertainty from the PDF’s used+03%, c) the scaling
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Figure 80: Invariant mass okdfter all cuts, for signal aanBbackground.

Table 57: Expected signal and background evernits-atl fb~! using the tighZ mass cut.

4u events 4 events A 2eevents Total
Signal 4.520.05 2.59-0.04 6.18:0.06 13.3+0.09
Zhb 0.009+0.003 0.04Z0.007 0.03%0.006 0.076:0.010
tt 0.04+0.04 0.04:0.04 0.04:0.04 0.12:0.07

Total bgr 0.042-0.040 0.082-0.040 0.075+0.040 0.2@-0.07
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Figure 81: Invariant mass ofi2e after all cuts, for signal an@bb background.

Table 58: Expected signal and background events-atl f b~! using the loos& mass cuit.

4u events éevents 22eevents Total
Signal 5720.06 3.140.04 7.56:0.07 16.5+0.10
Zhb 0.11+0.01 0.48:0.02 0.28:0.02 0.870.03
tt 0.08+0.06 0.52£0.14 0.44:0.13 1.03:0.20

Total bgr 0.190.06 1.0&¢0.14 0.72+0.13 1.96:0.20
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Figure 82: Monte Carl@Z — ¢¢vv events shown by the ATLAS event display, Atlantis. The left-hand
diagram is an example of an electron event, while the right-hand diagram shows a corresponding muon
example. Both diagrams show tle- y plane (top-left panel), thg — ¢ plane (top-right panel) and

the x— z plane (lower panel). The inner detector is shown by the black central region, with the EM-
calorimeter in green, the hadron calorimeter in red and the muon system in blue. The green lines depict
reconstructed tracks, while red solid lines represent the true neutrino tracks. The red dashed line shows
the direction of the missing transverse energy. Calorimeter deposits and muon chambers containing hits
are highlighted in yellow.

uncertainty for the NLO calculations or equivalently to #eto ~ 5% and d)~ 3% uncertainty to lep-
ton identification assumed the same for electrons and muons. Assuming gaussian distributions for all the
above uncertainties, the total systematic uncertainty to the signal amoun284o 9
As seen from this analysis the measurement oZthandZZ* cross section is essentially background
free but atlL = 1fb~! is dominated by statistical error. At=10fb~? the statistical error will drop to
about 10% and systematic error will have a similar impact.

8.3 ZZ—llvv analysis

In this section, we focus on th&Z neutral diboson channel where one of ileosons decays invisibly to

a neutrino pair, the other to an electron or muon (lepton) pair. The signature for these events will be two
high-pr leptons with a large missing transverse eneffy) due to the neutrino pair leaving the detector.
Event displays of two typical signal events are shown in figufe 82.

Despite having a less distinct signature, and therefore larger background than the complementary
ZZ — 4¢ diboson channel, the neutrino channel has the advantage of an enhanced cross section. All
three neutrino generations contribute, making the cross sectt times larger for the missing energy
channel. The main backgrounds will either come from channels with large cross sections, tsuahds
Z — (¢, or those with a similar signature to the signal, such as\fizediboson channel. To reduce
these backgrounds, we define a set of simple cuts on discriminating parameters.
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8.3.1 Monte Carlo events

The datasets used for signal and background in this analysis are shown ir tableg 59 and 60 for versions
11.0.42 and 12.0.6 of the simulation respectively. The tables show the physics process, the Monte Carlo
dataset number, the Generator used, the production cross section, a summary of filters applied, the filter
efficiency, K-factor, number of events and luminosity. The cross sections and filter efficiencies have been
calculated by generating small samplesl(0000 events) with the same input job options as the official
samples.

ThezZZ — ¢¢vv signal datasets are produced with two different Monte Carlo generators. The 11.0.4
data uses theAHIA [20] generator at leading order, while 12.0.6 uses@NLO to generate next-to-
leading order hard scattering matrix elements, which are hadronised with Herwig and Jimmy. For the
11.0.4 signal, the PTHIA cross section is scaled up using the K-factor quoted in falle 59.

Similarly, different generators have been used to produce the various background samples. They
are mostly a mixture of PrHIA and McC@NLO events, with the exception of thigt sample which is
generated with the &ERMC [51]].

Any data produced with M@ NLO will contain a mixture of events with positive-(l) and negative
(—1) weights. To obtain an accurate distribution or event yield, negatively weighted events are subtracted
from the positively weighted distributions.

8.3.2 EventView preselection

Preselection and overlap removal have been done in this analysis using the EventView set of analysis
tools, which create Athena-Aware NTuples (AANs) from the Analysis Object Datafiles (AODs). Here
electrons are inserted first, followed by photons, muassts and finally particle jets, to ensure that no
particles overlap within cone of sizgR = 0.1.

Electron identification Electrons are only inserted into the EventView if they pass the following cuts.
First, electrons must be reconstructed with dgammaalgorithm [1] using cuts based on the shower
shape properties in the calorimeters as well as variables combining inner detector tracks with calorimeter
deposits. For this analysis we apply the maskEM & 0x7FF)==0, which requires all cuts to be passed
except for those involving the TRT.

Electron candidates are also required to be isolated in the calorimeter to ensupg lgghare not
misidentified as electrons. Figure|83 shows the distribution of the transverse energy in¥reet®s45
around the electron track. To ensure the electrons are isolated, a cut is made ré&gcome < 8 GeV.

With these criteria in place we can plot the selection efficiency of electrons by comparing the number of
true electrons generated by the simulation to the subset that are successfully reconstructed. This is done
by matching true to reconstructed electrons using a cone oA§tze 0.01.

Figure[84 shows the reconstruction efficiency as a functioprofandn for electrons present in
both the11.0.4 and12.0.6 signal datasets respectively. The efficiency for electrons drops sharply
below pr ~ 30 GeV for both datasets due to poor reconstruction at low momentum. Crack regions in the
detector are clearly seen as the efficiency dropgfat 1.4 andn = 0.

The electron efficiency is around 12% lower for 12.0.6 Monte Carlo compared to 11.0.4, with a
uniform drop across thpr range 0- 200 GeV.

For electrons to be pre-selected by the EventView algorithm, an initial set of kinematic cuts are
applied requiringpr > 5 GeV andn| < 2.5. With these in place an overall efficiency of.@3-0.5% is
achieved for 11.0.4 signal electrons, dropping t®6620.6% for 12.0.6.

In addition to the “good quality” electrons described above, we also define “loose” electrons, which
are used to veto background events from & channel. In this case, nsEM cut is required and
electrons can also come from tBeftEalgorithm [52]. As with the good quality case, we apply kinematic
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Figure 83: The distribution of transverse energy idR = 0.45 cone around the electron track for
electrons present in the signadZ — ¢/vv events. Version 11 data are shown in blue while version 12
data are in red.
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Figure 84: Electron efficiency in the signal as a functiopefandn for version 11 (blue) and 12 (red)
ZZ — (¢vv signal datasets.
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cuts pt > 5 GeV and|n| < 2.5, but no isolation is required. These loose electrons are not used in
reconstruction of th& boson.

Muon identification This analysis uses muons from tMulD [1] algorithm, which takes tracks in

the muon system and attempts to match them with inner detector tracks, ygingith five degrees of
freedom. To ensure good quality muons in this analysis, cuts are applied requiring the initial track match
to havexz/Ndof < 10 and a global fit qualitycz/Ndof < 5. As shown in figur@S, these cuts are fairly
loose to keep the muon efficiency high. The slight discrepancy between the 11.0.4 and 12.0.§°match
distribution is thought to be due to a redefinition of the variable between the two versions.
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Figure 85: Muon algorithm quality distributions for version 11 (blue) and 12 (Zetl)~ ¢/vv Monte
Carlo. The left-hand plot shows tbé/Ndof distribution of the initial match between muon and inner
detector tracks. The right-hand plot showsjd?giNdof for the global fit.

Figure 86 shows the distribution of energy deposited withiiRa= 0.45 cone around the muon track.
To be selected for analysis, we require muons to be isolatedByitbone < 5 GeV.
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Figure 86: The distribution of transverse energy isRi= 0.45 cone around the muon track for version
11 (blue) and 12 (redJZ — ¢¢vv signal datasets.

The selection efficiency for muons present in the signal channel is shown in Figure 87. The efficiency
for muons is higher than electrons, and is similar for both Monte Carlo datasetg. dis&ibution shows
similar efficiency drops due to cracks in the detector, most notabjy-a0.
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Figure 87: Muon efficiency as a function pf andn for version 11 (blue) and 12 (redZ — ¢¢vv signal

datasets.

Muon pre-selection cuts gir > 5 GeV andn| < 2.5 give an overall efficiency of 88+ 0.3% for
the 11.0.4 sample and &4 0.4% for 12.0.6.

As with electrons, we also define a set of “loose muons”, which can come from the eitidultbe
or LowPtalgorithms|[[1] and do not have any quality restrictions imposed. The same kinematic cuts are
imposed, so thagtr > 5 GeV andn| < 2.5, but no isolation cuts are applied. The muons from this loose
selection are not used f@rboson reconstruction.

The lepton identification pre-selection cuts and efficiencies for electrons and muons are summarised
in table[6]. Both types of lepton exhibit similar kinematic distributions, and so are considered as “lep-
tons” for the remainder of the analysis. As there is also a good agreement between 11.0.4 and 12.0.6
datasets, the plots below mostly show distributions from the 12.0.6 Monte Carlo only.

Electron Muons
Algorithm egamma MulD
(isEM & 0x7FF)==0 X2/ Naor < 10
Xf%/Ndof <5
Isolation Er(AR=0.45) <8 GeV | Ef(AR=0.45) <5
Kinematics pr > 5 GeV pr > 5 GeV
In| <25 In| <25

Efficiency
11.0.4 75.0+0.5% 86.3+0.3%
12.0.6 62.6+0.6% 87.7+0.4%

Table 61: Summary of the lepton identification criteria and pre-selection cuts.

Jet identification Jets are also used in the analysis to distinguish between signal and background
events. The pre-selection criteria are looser than for leptons as good quality reconstructed jets are not
required. Tau jets can come from either ffriRecor Taulp3p[l] algorithms with no limit placed on

the number of tracks. QCD particle jets come from@wneTowerParticleJefd] container, with a cone

size ofAR=0.7. Both types of jet have pr > 5 GeV preselection cut applied. Both tau jets and particle

jets will simply be referred to as “jets” in the rest of this analysis.
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8.3.3 Analysis cuts

In this anslysis, we define simple cuts in an effort to reduce events from the background channels listed in
tabled 5P anfi 0. In general, each cut is used to suppress a particular background channel, as described
below. We also investigate a humber of different triggers that could potentially be used to pre-select
events.

Lepton Kinematics We first select two oppositely charged good quality leptons with> 20 GeV.
Figure[88 (left) shows that this reduces much of thbackground which contains softer leptons than
the signal. This cut also reduces the background ffom 77t~ — /"¢~ v;v, v, v, as the electrons and
muons are produced with reduceg. We also require the leptons to lie within the limits of the inner
detector pseudorapidity range, so apply a|quit< 2.5.

Lepton pairs are also required to have an invariant mass close @ thass, specificallym,, —
912 Ge\| < 10 GeV. This is equivalent te- 5o of the signal width, and helps to reduce background
combinatorics where the lepton pair does not come directly fr@ndecay. These include, Z — v+t~
andWW — ¢v/v shown in figuré 88 (right). It should be noted that the Z width is not included in the
12.0.6 Mc@NLo sample. As a result, the width of the peak in figur¢ 88 is due to detector resolution
alone.
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Figure 88: The leptompr distribution (left) and lepton pair invariant mass before cuts for the signal
(red), withtt (magenta)Z — tt~ (cyan) andNVW (purple) background using version 12 data. The
plots are normalised to unit area for comparison of distribution shapes.

Alepton veto is also imposed by combining the good quality and loose lepton selection and removing
any events with more than two leptons in total. This reduces background frow Znehannel, thez
from which has an almost identical signature to the signal, and the neutrindNrdecay also appears
as missing transverse energy,. The third-lepton veto supresses W& background by~ 30%. If the
lepton from theV is not reconstructed, however, this background channel becomes more problematic as
it is almost indistinguishable from the signal.

Missing Er cuts A main characteristic of the signal decay is a large missing transverse efigigy (
from theZ — vv decay. Here we use tffg variable calculted with the cell-based algoritRefMET [1].

An important background, due to its large cross section, comes froi the "¢~ Drell-Yan process,

where jets are produced in addition to the leptons. If these jets are aligned with cracks in the detector,
then they will fakeFEr as they will not be fully accounted for in the calorimeters. This background can
be significantly reduced by applying a 50 G&¢ cut as shown in figurg 89 (left). The background
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from ZZ — 4/ is also reduced, but this is less significant as it has a much smaller cross sectitfZThe
channel is also suppressed by this cut as only one neutrino is produced, and hdfcdigtgbution is
slightly softer.
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Figure 89: Thelt and Fr — pr(Z) magnitude and angle matching distributions before cuts for the
signal (red),ZZ — 4¢ (orange),Z — ¢ ¢~ (blue) andW Z (green) using version 12 data. The plots are
normalised to unit area for comparison of distribution shapes.

We also expect the signal to have a misgirghat is equal and opposite to that of the reconstructed
Z, assuming that th&Z pair is produced with no initiabr and that they decay back-to-back. Figuré 89
(middle and right) shows a clear peak in the signal for both magnitude and angle matchea/ZThe
background shows a worse magnitude match as some @ thementum is lost to either an electron or
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muon on decay. This means that the misggvill not quite match up with that of the recoilirg. The

angle distribution shows a peak in both & andZ — |l channels. In the case W Z, this is because

theW andZ are produced in approximately opposite directions. WheMlgecays, the neutrino will

be deflected and so the peak has a wider distribution. In a similar w&y;-ll, theZ is likely to be
produced with some quarks recoiling against it. These will manifest themselves as jets which can fake
Er. Cuts at

"ﬁ;igfzﬂ <035 and 145< ¢y — PyeT < 215, (7

equivalent to~ 2o of the signal peaks help to reduce iveZ background.

Jetveto A jetveto is also useful to reduce backgrounds with large hadronic activity. For example, the
predominant decay channel for the top quarktinis thet — Wb final state, resulting in several high

pr jets. Figurg 90D shows the reconstucted jet multiplicity to be much higher itt ttteannel than in

the signal. Jets from this background are also harder than those in the signal, so its contribution can be
reduced by applying a veto on events containing any jets with

pr(jet) > 30 GeV and |77jet| <3.0 (8)

Figure[90 also highlights a difference in jet multiplicity between the two signal datasets. The 12.0.6
data contains an average of 5.3 jets per event, whereas 11.0.4 only contains 1.8. This difference is because
the 11.0.4 data usedvPHIA, a leading order generator and only includes soft jets that are approximately
collinear with the twaZ bosons. M@NLO, on the other hand, includes additional Feynman diagrams
with hard gluon radiation.

Zpr cut The final cut to be applied is on the transverse momentum of the reconstZumbsdn. This is
needed to reduce the background from the sidgtbannel, whoser (Z) distribution drops much faster
than the signal, as shown in figdirg 91. A cutpsf(Z) > 100 GeV significantly reduces this background,
without harming the sensitivity to anomalous couplings, which only manifest themselves agrhigh

Cut flow Tabled 62 anl 63 give a summary of the cuts applied and present the expected number of
events passing cuts for version 11.0.4 and 12.0.6 datasets respectively. If some Monte Carlo events
remain after cuts, the final row in each column gives the statistical error. If no events pass cuts, the figure
given is the number of expected events at the 90% confidence levelZ Fh# column shows results
for the two highpr (Z) samples, 5185 and 5186 as samples 5151 and 5152 do not give enough statistics
at highpr .

Figure[92 shows thé"¢~ invariant mass distribution of events passing all cuts except foZthe
mass window for 12.0.6 data. The remaining backgrounds after cuts come partly frorhh andtt,
which due to their relatively large cross sections, still contain lepton pairs that pass therfmal The
remainingW Z background is more difficult to remove, as it has almost identical properties to the signal
if one lepton is not reconstructed.

8.3.4 Yields and trigger

The overall signal efficiency is = 3.2% for 11.0.4 data, with a signal to background raticSoB =
2.2+0.2, compared t@ = 2.6% andS/B = 2.0+ 0.8 for 12.0.6. The expected sensitivity of tA& —
¢¢vv channel is summarised in talplel 64.

Figure[93 shows the selection efficiency of the signal as a functiqe (), and will be used to
estimate the anomalous coupling limits in secfion $.4.1 The initial dip in efficienpy at 50 GeV is
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Figure 90: The jet multiplicitypr andn distributions for the version 11 signal (blue), version 12 signal
(red) andtt background. The arrows indicate the region rejected by the jet veto. The distributions are
shown without cuts and normalised to unit area to compare shapes.
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Figure 91: Thepr(Z) distribution for the version 12 signal (red},— ¢/~ (blue) andtt (magenta).
Plots are shown without applying cuts and are normalised to unit area.

Process ZZ = vy | ZZ— 4 Z— tt Wz Wt WW | Z— 11
pr > 20 GeV,|n| < 2.5 120.4 61.1 14700 5110 304 2.3 499 2396
Third-lepton veto 89.6 2.7 2920 413 51.2 0.8 384 1742
(74.4%) (4.4%) | (19.9%) | (8.1%) | (16.8%) | (34.8%) | (77.0%) | (72.7%)
Imi—912 GeV < 10 GeV 81.6 2.4 2710 97.1 43.6 0.4 86.1 57.1
(91.1%) (88.9%) (92.8%) | (23.5%) | (85.2%) | (50.0%) | (22.4%) (3.3%)

pISS> 50 Gev
|pMISS_ pZ|/pZ < 0.35 31.4 0.3 29.3 16.2 10.0 0 19.2 0
Pmiss— 9z < 35° (38.5%) | (12.5%) (1.1%) | (16.7%) | (22.9%) | (0.0%) | (22.3%) | (0.0%)
_ Jet Veto 29.1 0.3 1.6 5.9 8.3 0 17.9 0
(ptJGt > 30 GeV andnjet| < 3) (92.7%) | (100.0%) (5.5%) | (36.4%) | (83.0%) | (0.0%) | (93.2%) | (0.0%)
pr(I"17) > 100 GeV 8.6 0.09 1.6 0 2.0 0 0.14 0
(29.6%) | (30.0%) | (100.0%) | (0.0%) | (24.1%) | (0.0%) | (0.8%) | (0.0%)
Statistical Error (90% CL): 0.2 0.02 0.6 (2.5) 0.2 (0.9) 0.08 (10.1)

Table 62: Cut flow table for signal and background after cuts for an integrated luminosity of,1 fb
using 11.0.4 full simulation data. The values in brackets indicate the percentage of events passing each
cut relative to the previous cut.
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Process Z2Z— vy | ZZ— 4 Z—l tt wz WW | Z— 11

pr > 20 GeV,|n[ < 2.5 130.1 543 13100 4530 | 271.2| 4911 2170
Third-lepton veto 101.9 3.1 1900 428.9 52.9 375.6 1690
(78.3%) | (5.7%) | (14.5%) | (9.5%) | (19.5%) | (76.5%) | (77.9%)

mi—912 GeV < 10 GeV 100.2 2.7 1740 110.2 45.3 83.8 40.1

(98.3%) | (87.1%) | (91.6%) | (25.7%) | (85.6%) | (22.3%) | (3.4%)

pMISS> 50 GeV

[pISS_ pZ|/p% < 0.35 38.0 0.34 3.8 17.9 9.4 18.3 0
Pmiss— 9z < 35° (39.9%) | (12.6%) | (0.2%) | (16.2%) | (20.8%) | (21.8%) | (0.0%)

‘ Jet Veto 34.4 0.30 0.44 6.0 7.6 16.7 0
(pi®" > 30 GeV andnjet| < 3) (90.5%) | (88.2%) | (11.6%) | (33.5%) | (80.9%) | (91.3%) | (0.0%)
pr(IF17) > 100 GeV 10.2 0.08 0.4 3.0 17 0.02 0
(29.7%) | (26.7%) | (90.9%) | (50.0%) | (22.4%) | (0.1%) | (0.0%)

Statistical Error (90% CL): 0.2 0.01 0.2 21 0.1 0.22 (1.6)

Table 63: Cut flow table for signal and background after cuts for an integrated luminosity of1 fb
using 12.0.6 full simulation data. The values in brackets indicate the percentage of events passing each
cut relative to the previous cut.
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Figure 92: The lepton pair invariant mass distribution after all cuts except for the mass window restric-
tion. The histograms have been scaled to represent the number of events expected it bd@ldiva.

Dataset 11.0.4 12.0.6
Nsignal(l fb1) 86+0.2 | 102+0.2
Noackgroundl fo*) | 3.8+£09 | 52426
Efficiency 3.2% 2.6%
S/B 22+02| 20+08
S/vB(0.1 fb~1) 1.4 1.4
S/vB(1fb1) 4.4 4.5
S/vB(10 fb?) 14.0 14.1

Table 64: Expected signal yields and sensitivity for 0.1, 1 and 1 fiThe errors shown are statistical
only.

116



URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/zztollnn.tex
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub)

DRAFT DRAFT

| Efficiency vs. Zpt |

—— ZZnunull(5981)
—— ZZnunull(5932)

0.45

%

°
»

Efficiency

i

0.35

|

%
1

0.3

0.25

:
*
\‘\

0.2

%

0.15

0.1

4

v b b b b e b b L L

50 100 150 200 250 300 350 400 450 500
Pt/ GeV

0.05

o°

Figure 93: Signal selection efficiency agaips{Z) for 11.0.4 and 12.0.6 Monte Carlo. The efficiency is
defined as the number of reconstructed events passing selection cuts over the number of true events with
pr(l) > 20 GeV,|ni| < 2.5 andEr > 50 GeV.

caused by the absolul cut. The drop in efficiency towards higl is caused by the jet veto, as signal
events containing highr Z bosons are also likely to contain high jets.

In order for events to be recorded by ATLAS, they must first pass the Level 1 (L1) hardware trigger
and the High Level Trigger (HLT), which consists of the Level 2 trigger and a software-based Event-
Filter (EF). Trigger information is included in the 12.0.6 datasets, and it essential to check that events
passing selection cuts also pass appropriate triggers. Here we require events to pass eipserdhe
mu20i triggers to be passed for electron or muon events respectively2dite, 2mu6, met10 triggers
are also considered.

Tablg 6% shows the efficiency of the trigger after all of the above cuts have been applied. If we require
eithere25i ormu20i to be passed, a trigger efficiency of 97.0% is acheived. If a more complex trigger
menu is chosen, for example requiringt10 to also be passed, this efficiency drops to 53.9%, due to
muon events failing to trigger. Similarly, while tlee 151 trigger is 84.5% efficient, the dimuon trigger
2mu06 admits virtaully no events. As the trigger definitions are constantly evolving, these efficiencies
will also change. For early data it therefore seems sensible to choose a simple trigger, which in this case
iS e25i Ormu20i.

Electrons Muons Total
Trigger Efficiency | Trigger Efficiency | Trigger Efficiency
L1E25I 99.8% | MU20 98.1% | L1E25I or MU20 98.6%
HLT e25i 98.4% | HLT mu20i 96.4% | HLT e25i or mu20i 97.0%
HLT e25i + met10 98.4% | HLT mu20i + met10 36.2% | HLT (e25i or mu20i) + met1Q 53.9%
HLT 2e15i 84.5% | HLT 2mu06 0.1% | HLT 2e15i or 2mu06 24.1%

Table 65: Trigger efficiencies for the signal after all cuts.
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8.3.5 Discussion

As table[ 64 shows, the two different signal versions predict different yields Byc. This is most

likely to be due to differences in the generators used in the study. Despite this, the estimated significance
shows a good agreement between versions, and a statistically significant measuremerdzf-the

¢¢vv channel could be made after1fb~! of data.

The errors on the background estimates remain large in both cases due to the limited statistics avail-
able after cuts. For example, only two 12.0.6 events pass cuts ih tbeannel, but this corresponds
to over half of the total background. Larger full simulation samples are not currently practical, so this
background will need to be estimated either using fast simulation samples, or by performing fits.

The expected number of events will also contain a theoretical uncertainty due to errors in the PDF
libraries used to generate events. Comparison of the CTEQ6M and MRST(02) PDF sets give the
production cross section in ATLAS as 14.74 pb and 15.32 pb respectively, corresponding to an additional
uncertainty of~ 3%.

A previous study has been carried out with fast simulation (Atlfast) Monte Carlo [42] using a similar
set of cuts. The two main differences are thatEonatching cuts are applied, and tAer cut is
tightened to 150 GeV. With this analysis, 5.8 signal events are predicted irt 1 fith 0.4 background
events, givingS/B = 16. Applying the same set of cuts to the 12.0.6 full simulation gives 3.4 signal and
4.4 background events, wit®/B = 0.78. This difference is because the fast simulation only applies a
simple smearing to measured parameters, instead of mimicking the entire detector readout. The Atlfast
study also assumes lepton efficiency of 90% which will improve signal efficiency and will veto more
background with three or more leptons.

8.4 Anomalous neutral gauge couplings

Measurements of thpp — ZZ differential cross section can be used to measure, or set limidLn,
andZZy couplings. These couplings are zero at tree level in the Standard Model. Measurements of
the couplings provide a sensitive test of the Standard Model, and non-zero values would indicate the
presence of new physics beyond the Standard Model.

As discussed in Sectidr] 2, production of on-st#l pairs is sensitive to tw@ZZ and twoZZy
anomalous couplings, i = 4,5,V=Z,y. The f}( couplings are CP-violating; therefore the associated
helicity amplitudes do not interfere with the Standard Model amplitudes, and cross sections are indepen-
dent of the sign of the coupling. kag( couplings violate P. Thég’ couplings contribute to the Standard
Model cross section at one-loop level, but these contributiongZat®—*) [28]. To avoid violation of
unitarity, we use a generalized dipole form factor:

fio

Viay _
WO = drgng

wheres’is the square of the parton c.m. energy dag is a form factor scale which is related to the
scale of the new physics generating the anomakxlé coupling. The results below use= 3 andArr
=2 TeV.

In this analysis we have used the leading-order Monte Carlo generator of Baur and Rainwater [43]
(henceforth referred to as BR), with the CTEQ6L PDF set, to study the effects of anomalous couplings.
This program generates the hard scattering procesZ drason decays only. Figufe|94 compares the
Standard Model prediction from the BR program with those frenTHIA and Mc@NLO for the pr
distribution of the visibly-decaying boson inZZ — ¢¢vv events. To correspond to the kinematic cuts
applied in thezZ — ¢¢vv event selection, we require both generated leptons to sgtig#) > 20 GeV
and|n(¢)| < 2.5 and the invisibly decaying to satisfypr(vv) > 50 GeV. The BR prediction contains
no initial-state radiation or underlying event; the of the visibly-decayin@ boson is therefore identical
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to that of the invisibly-decaying@ boson, hence the distribution is zero below 50 GeVPWTHIA and
MC@NLO, parton showering and hard gluon radiation result in diffepgntvalues for the twa& bosons,

so the distribution extends below 50 GeV. Parton showerimy irHIA results in a hardgpr distribution

than in the purely leading-order BR prediction, with the hard gluon radiatismti@nNLO hardening the
spectrum further. It has been verified that good agreement is observed between the BR generator and
PYTHIA if parton showering irpYTHIA is turned off.

l;! L T T T T T T T T T LI I I B B
(<] 1 _|
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Figure 94: Generator-level differential cross sectiongpr— ZZ — ¢/vv (¢ = e, u) at\/s = 14 TeV
from different event generators. Distributions are shown for events satigying’) > 50 GeV,pr (¢) >
20 GeV andn(¢)| < 2.5, wherepr(vv) is thepr of the Z which decays to neutrinos.

Non-zeroZZZ andZZy couplings typically increase th&Z cross section at higBZ invariant mass
and highpr of the Z boson. Figure 95 shows tpe distribution of the Z boson iZZ — ¢¢vv events
satisfying the above cuts for various values of the coup%,g:alculated using the BR program. We see
an enhancement in the cross section which increasespwithnd with coupling.

8.4.1 Fit procedure

In order to estimate limits on anomalous couplings which may be obtained from measurements of
production in early ATLAS data, we consider tpg distribution of theZ boson. In theZzZ — ¢évv

channel we use the visibIEboson reconstructed from the charged leptons. IZthe- £¢4¢ channel we

choose one of the two reconstrucidosons in each event at random. Simulated ‘fake data’ distributions
are fitted with the sum of expected signal and background distributions, where the signal distribution
depends on the anomalous couplings. A binned maximum likelihood fit is employed, with systematic
errors included by convolution with the predictions. Fits are performed to each channel separately, and
a combined fit is performed by multiplying together the likelihoods from the two channels assuming
no correlated errors. Results are presented below for each coupling assuming that only one coupling is
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Figure 95: Differential cross section fpp— ZZ — ¢4vv (¢ = e, u) at/s = 14 TeV for different values

of the anomalous coupling?. The cross sections are calculated using the LO Monte Carlo program
of Baur and Rainwater, withgr = 2 TeV and n = 3. All couplings excegf are assumed to be zero.
Distributions are shown for events satisfyipg(vv) > 50 GeV,pr(¢) > 20 GeV andn(¢)| < 2.5.
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non-zero, and that it is real.

Signal prediction. The signal distribution is obtained by combining the predictions of the BR program
with the mc@nNLo full-simulation studies described in the previous two sections. In gachbin,

the leading order signal cross section is calculated for several values of coupling using the Baur and
Rainwater Monte Carlo prograrn [43]. This calculation includes the kinematic cuts described above for
thefvv channel; no kinematic cuts are applied in the case oftfiechannel. The points are fitted to a
quadratic function in the coupling, and this fit is used to obtain the cross section at an arbitrary coupling
value. The leading-order predictions are multiplied by the ratio ofMb@NLO prediction (with the

same kinematic cuts) to the BR Standard Model prediction to account for next-to-leading-order effects.
The expected number of signal events is calculated using the NLO-corrected cross section, the efficiency
of the selection cuts and the integrated luminosity. The efficiency of the selection cuts is determined
from the fully-simulatedvc @NLO signal sample as described in Sectipn$ 8.2/and 8.3. The efficiencies
for each channel are shown in F[g.|96. For #té/ channel the efficiency, which is relative to all
generated events, tends to increase with For the//vv channel the efficiency is with respect to events
generated witlpr (vv) > 50 GeV,pr (¢) > 20 GeV andn(¢)| < 2.5, and drops with increasingr . The
increase in cross section from anomalous couplings riseswithTherefore the signal predictions for

are somewhat dependent on e binning chosen, particularly for thé€vv channel. For example, for

f4Z =0.01 (roughly the expected 95% C.L. for 10 fb of data) the total number éfvv events predicted

using the average efficiency is 7% higher than the prediction using the binning [n Fig. 96. This leads to
uncertainties of around 15% on the expected limits.

Background prediction. The expected background distribution in #é¢ channel is calculated from

the fully-simulated Monte Carlo eventSurrenly this is Zbb onlyThe background is small, and the large
errors on the expected background resulting from Monte Carlo statistics have a negligible effect on the
limits. In the ¢vv channel the expected background is large, and there are insufficient fully-simulated
Monte Carlo events to make a good estimate of the shape of the expected background distributign. The
distributions of the various backgrounds have been compared with signal before applying event-selection
cuts. While many backgrounds (particularly singlevents) have a steeply-fallingr spectrum below

100 GeV, at highept values the spectra are fairly similar to that of the signal events. Therefore the
background distribution is taken to be a constant fraction of the Standard Model signal expectation. The
signal:background ratio of 1.96 observed in Secfioh 8.3 gives a background:signal ratio-60 251
where the error is from Monte Carlo statistics. The effect of varying this background fraction has been
studied.

Fake ‘data’ samples. Fake ‘data’ distributions are generated from the expected numbers of Standard
Model signal and background events. A systematic error on the signal correlated perdsas is
included by multiplying the expected distribution by a random number selected from a Gaussian distri-
bution with mean one and standard deviation equal to the fractional systematic error discussed below.
The signal expectation is further fluctuated according to the error on the efficiency arising from Monte
Carlo statistics in eachr bin. The background is treated in a similar manner; signal and background
systematic errors are assumed uncorrelated. Finally, a Poisson fluctuation is applied to the total numbers
of events in each bin.

Likelihood fit. At each value of integrated luminosity, 1000 fake data distributions are generated. Each
distribution is fitted to the sum of expected signal and background using a binned maximum likelihood fit
with a single free parameter. Systematic errors are included in the fit by convolving the expected signal
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Figure 96: (a) Efficiency of selection cuts as a functiorpef in the ZZ — ¢¢¢¢ channel. Efficiency is

defined as the number of events passing the selection cuts described in[Seftion 8.2 with the reconstructed
pr of a randomly selected boson in a given bin divided by the total number of generated events with
true Z bosonpr in that bin. (b) Efficiency of selection cuts as a functionmf in the ZZ — /vy

channel. In this case, efficiency is defined as the number of events passing the selection cuts described
in Sectior{ 8.8 with reconstructetibosonpr in a given bin divided by the number of events generated

with trueZ bosonpy in that bin which also satisfgr (vv) > 50 GeV,pr(¢) > 20 GeV andn(¢)| < 2.5.
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and background numbers with Gaussians. The likelihood function for a ginghin j takes the form:

1+30s ,1+30p
P = / G(rs;1,05) G(rp; 1, 0p) P(n;rsvs(fY) + rpvp)drsdrp
1-30s J1-30p
whereP(n;rsvs(fY) + rpvp) is the Poisson probability of observimgevents from a distribution with
mean(rsvs( fiV) +rpVp); Vs and vy, are the expected numbers of signal and background events respec-
tively, with vs being a function of the anomalous coupling paraméiéer G(rs; 1, 0s) is a Gaussian
function with mean one and standard deviatmy) whereos is the fractional systematic error on the
signal predictionG(ry; 1, op) is a similar Gaussian function with standard deviatgrequal to the frac-
tional background systematic error. The likelihood function for each channel is formed by multiplying
together the likelihoods for eagty bin:

Z2=[4-
j

and when fitting to the combined channels the likelihoods for each channel are multiplied together. The
negative log likelihood is miminized.

In the case of the signal, the total systematic error in each bin is the sum in quadrature of the error on
efficiency from Monte Carlo statistics and a systematic error of 7.2%, comprising 6.5% from luminosity
and 3% from lepton identification. With the above formulation of the likelihood function, this systematic
error is effectively uncorrelated betweer bins (and between channels). The likelihood function can
be adapted to include the correlations by introducing another integral over the correlated part of the
systematic error separate from that over the uncorrelated part. However, for low integrated luminosities
it is found that the effect of correlations is small, and for simplicity the above formulation has been used
for the results presented below. The background systematic errors arise from Monte Carlo statistics of
the background samples which dominate other expected contributions. Fd¢tlahannel the values
are pr -bin dependent; for th&/vv channel a value of 41% is used for all bins.

The 95% C.L. interval orf" is determined from the values at which the negative log likelihood is
1.92 above the minimum. In a small number of cases (at m88b, depending integrated luminosity)
the fitin thel¢vv does not converge: these fits are discarded when calculating the average limits. In some
fits the negative log likelihood has two minima (equivalent in the case of the symnﬁﬁtdouplings)
separated by a local maximum which is more than 1.92 above the minimum. In this case, the limits are
taken from the extreme points at which the negative log likelihood reaches 1.92 above the minimum.

8.4.2 Results and discussion

An example fit for each channel is shown in 97. The results presented here upe founs for the

¢tvv channel and sipr bins for the 4-lepton channel, as shown in FFig. 97. Reasonable modifications
to the number or position gfr bins change the expected limits by up to 15% (12%) infthey (££42)
channel. Removing the first twor bins for thel¢¢¢ channel, and fitting only the regigm > 100 GeV

has a negligible effect on the limits.

Table[66 shows the mean expected limits from each channel separately, and from combining the
channels, for various values of integrated luminosity. With an integrated luminosity of1 fhe
sensitivities of the two channels are very similar. At higher luminosities/fhé channel becomes
somewhat more sensitive, because it has lower background and hence a lower associated systematic
error. With as little as 1 fo' of data it should be possible to improve the LEP limits [4]fgh fZ and
fg’ by an order of magnitude using a single channel, while a similar improvemdlj’twitl require both
channels.

At an integrated luminosity of 10 fi} , the expected limits have only a low sensitivity to the back-
ground level and to the systematic errors. With the same signal efficiency but no background, the limits
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Figure 97: Example of a fit to one fake data sample in each channel. The points show the total number of
‘data’ events in each bin (not number per umit). The histograms show the Standard Model prediction
(solid), the best fit (dashed) and the 95% C.L. limit|6f| (dotted).
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Table 66: Expected 95% C.L. intervals on anomalous couplings from fits 6Zhe £¢¢¢ channel, the
ZZ — ¢¢vv channel and both channels together for various values of integrated luminosity. In each case,

other anomalous couplings are assumed to be zero.

27 — 000y
L/fb1 f7 f5Z fj’ fg’
1 [-0.023, 0.023]| [-0.024, 0.024] [-0.028, 0.028]| [-0.029, 0.028]
10 [-0.010, 0.010]| [-0.010, 0.010]| [-0.012, 0.012]| [-0.013, 0.012]
30 [-0.008, 0.008]| [-0.008, 0.008] [-0.009, 0.009]| [-0.009, 0.009]
ZZ — llvv
L/fb1T f4Z f5Z fj’ fg
1 [-0.024, 0.024]| [-0.024, 0.025] [-0.029, 0.029]| [-0.030, 0.029]
10 [-0.012, 0.012]| [-0.012, 0.012]| [-0.014, 0.014]| [-0.015, 0.014]
30 [-0.009, 0.009]| [-0.009, 0.009] [-0.011, 0.011]| [-0.011, 0.011]
Combined
L/fb1 f7 f5Z f47 fsy
1 [-0.018, 0.018]| [-0.018, 0.019] [-0.022, 0.022]| [-0.022, 0.022]
10 [-0.009, 0.009]| [-0.009, 0.009] [-0.010, 0.010]| [-0.011, 0.010]
30 [-0.006, 0.006]| [-0.006, 0.007] [-0.008, 0.008]| [-0.008, 0.008]

from thef¢vv channel improve by 10%, while those from #é¢ channel change by onky0.2%; in the
latter case, doubling the background has an effect of e@ly1%. Reducing all systematic errors to zero
improves the limits by 7% (6%) in th&vv (¢££¢¢) channel. Thus, the background level and systematic
errors are unlikely to be important factors in obtaining limits from early data.

As discussed above, the expected limits are affected by the chomge lins. The number of bins is
currently limited by the statistics of the fully-simulated Monte Carlo events. Future studies would benefit
from increased signal Monte Carlo statistics, particularly in the fpghregion. In addition, samples
of fully-simulated events with anomalous couplings should be used to investigate the dependence of the
efficiency at a particulapr value on the production diagram.
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9 Summary

In this note, we have presented the analysi/oiv—, W+Zz°, 707° W*y andZz%y diboson final states

with leptonic decays oWW* andZ° bosons in the ATLAS detector with the release 12 software. We
concluded that the Standard Model signald\fw—, W*Z% W*y andZ%y can be established with
statistical significance better than 5 for the first 0.1fintegrated luminosity and thg°Z° signals both

with four-lepton final states and with dilepton plus neutrino-pair decay channels can be established with
1fb~t. TabI lists the expected numbers of signal and background events and statistical significance
of observing the Standard Model signals, after taking into account the known background contributions.

Table 67: Summary of signal and background of all diboson final states for*drftegrated luminosity.
The last column indicates type of analysis and the overall signal selection efficiencies.

Diboson mode Signal Background @ Analysis (signal eff.)
WTW~- —efvuFv 4199+35 808+8.0 47 BDT (eff=15.2%)
WHW~™ — u+vu~v  90.3:1.6 20.2:2.8 20 BDT (eff=6.6%)
WHW~ — efve v 78.0+1.6 35.4:3.6 13 BDT (eff=4.1%)
WHW™ — (tviy 1031+26 166+2.0 25  Cut based (eff=1.3%)
W*Z — (Fviti— 1526+17 161425 38 BDT (eff=17.9%)
534+1.6 80+11 19 cut based (6.3%)
27 — 4 16.5+0.1 19+0.2 12 cut based (eff=7.7%)
2Z — Ty 102+0.2 52+20 45  cutbased (eff=2.6%)
Wy — evy 1901+ 77 1474+ 147 50 BDT (eff=6.7%)
Wy — uvy 2976+121 2318+232 62 BDT (eff=10.5%)
Zy—etey 3374412 18724+19 25 BDT (eff=5.5%)
Zy—utuy 7748+25 4667 +47 36 BDT (eff=12%)

In all the analysis, the L1 and HLT trigger efficiencies for the final states are studied. The triggers of
1e25 andimu20 are sufficiently efficient for leptons from boson decays(see Table [I3,]55, 65). Therefore
in the early LHC running at low luminosities, for multi-lepton final states, we expect the overall event
trigger efficiency to be high (over 95% for all of the channels relative to offline event selection) when the
single electron and muon triggers are not prescaled. When the luminosity is sufficiently high such that
single electron and muon trigger will be prescaled, it is necessary to rely on the two lepton triggers, such
as 2el5i and 2mu6. In such case, the signal with only one lepton in final state will suffer a loss of trigger
efficiency, while the final state with at least two leptons can still be triggered efficiently.

As discussed in Section 2 in general, and in Sections 4-8 specifically for each diboson final state,
the deviation from the Standard Model prediction for these final states can lead to indications of physics
beyond the standard model. The sensitivities are expressed in terms of constraints on the anomalous triple
gauge boson couplings in the effective Lagrangian. WhHaV—, W*Z° W=y final states are sensitive
to the charged anomalous TGC's through WeW~Z° andW* W~y vertex. TabIeES]B compares the
95% confidence level sensitivity interval for charged anomalous TGC's using observables from different
diboson final states with 10 f8 integrated luminosity. More complete lists of the sensitivities with
different cutoffA, luminosities and observables are given in corresponding sections in the note.

The neutral anomalous TGC's can be explored by Zfg and z°Z° final states. Bottz%z° —
¢+0= 0t~ andz0%z° — ¢+¢~vv are used to constrain the neutral anomalous TGC parametgrsf£,
fj’, fSV ). The 95% C.L. intervals on the anomalous couplings for 1@ faminosity are list in TabléQ.
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Table 68: 95% C.L. interval of the anomalous coupling sensitivities MehW—, W+Z°, W+ final
states with 10.0 fb! integrated luminosity and the cutdff= 2TeV. The table also indicates the variables
used in the fit to set the AC sensitivity interval. For comparison, some recently published limits from
Tevatron and LEP are also listed.

Diboson, Az Akz Agt Aky Ay

(fit spectra)

WW, (Mr) [-0.040,0.038]  [-0.035,0.073] [-0.149,0.309] [-0.088,0.089] [-0.074, 0.165]
Wz, (Mr) [-0.015, 0.013] [-0.095, 0.222] [-0.011, 0.035]

W(ev)y, (Pr(7)) [-0.34,0.12]  [-0.07, 0.03]
W(uv)y, (Pr(y)) [-0.30,0.09]  [-0.05, 0.02]
W*y (DO),

L =0.16fb? [-0.88,0.96] [-0.2,0.2]
Wz (DO)

L=1.0fb? [-0.17,0.21] [-0.12, 0.29)4g% = Axy)

WW, (LEP) Ay = Az,Akz = DgE — Ay tar@y)  [-0.051,0.034]  [-0.105,0.069]  [-0.059,0.026]

The ATLAS diboson physics studies for the CSC note are a collective effort by nine ATLAS groups.
While each individual analysis is done independently, a few common analysis techniques and tools are
shared. For event selection, the Boosted Decision Trees technique is used in the an&lysW of
W*Zz0 | Wty and Z% final state. This method is described in detail in Appendix A. In general, the
multivariate method improves the signal to background ratio, especially for events with less well defined
kinematics, such as final states involving W. The input variables are chosen to differentiate the signal
events from the background events, such as patrticle identification variables, lepton isolation energy,
additional jet activities in the event, and significance of the missing transverse energy, as well as the
kinematic relations between the leptons. BigT-output spectrum is used as a discriminator to separate
the signal from the background. The sensitivity to the signal events can be optimized by varying the cut
on theBDT-output.

The presence of the anomalous TGC’s modifies the diboson production mechanism, in terms of
total production rate as well as phase space distributions. The binned likelihood method with event
weighting is the most effective way to detect the presence of the anomalous TGC's. It is practically
impossible to simulate the events with every different non-standard model coupling, but it is also not
necessary, because the SM events can be re-weighted according the additional contributions from the
anomalous couplings on an event by event basis. The re-weighting process requires that for each event,
according to the kinematics, the ratio of matrix element squared of the SM process to that of process
including and SM and non-SM contributions be known. This is equivalent to simulate the events with all
different anomalous couplings. In practice, because of the limitation of the generataesyibghting
is parametrized with only a limited humber of variables.

The current status of the MC generators for diboson is less than satisfad©@LN O s integrated
with parton shower (Herwig), but it does not have matrix elements for the effective Lagrangian beyond
the Standard Model with the anomalous couplings. Bi#O MC program can generate at the LO
and NLO the diboson events with anomalous couplings, but it can not be correctly integrated with the
parton shower programs. In our current analySIE@LNO is used to simulate the SM events. Then
the BHO MC with anomalous TGCs is used to re-weight the events so that the fully simulated events
can effectively have the anomalous TGC's, or the fast simulatidBH® MC events are corrected by
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Table 69: Expected 95% C.L. intervals on anomalous couplings from fits 6Zhe £¢¢¢ channel, the
ZZ — (¢vv channel and both channels together for 10'fintegrated luminosity. In each case, other
anomalous couplings are assumed to be zero. 95% C.L. NTGC limits from LEP ZZ detection are also

listed.

fZ 1‘5Z f} f57
27 — 0oy
[-0.010, 0.010] [-0.010,0.010] [-0.012,0.012] [-0.013,0.012]
ZZ— vy
[-0.012,0.012] [-0.012,0.012] [-0.014,0.014] [-0.015,0.014]
Combined

[-0.009, 0.009] [-0.009, 0.009] [-0.010,0.010] [-0.011, 0.010]

LEP Limit
[-0.30,0.30]  [-0.34,0.38]  [-0.17,0.19]  [-0.32, 0.36]

the full simulation for acceptance and efficiency, and used directly to compare with the MC mock data.
A third approach is under the investigation. The approach intends to include tfBH@MC events

into the parton shower MC programs (Pythia or Herwig), thus allowing the full simulation of events with
anomalous TGC’s. The NLO effects are then taken into accoum® bgpendent k-factors, derived at
generator level.

As discussed in Section 3, from the Tevatron experience, it is essential that the detector performance,
such as lepton and photon identification efficiencies and the fake rates should be studied and determined
with real data. We have presented in We Z° section in this note a study of the muon detection effi-
ciency determined by the so calleay— probemethod developed in DO experiment, and compared the
results to the efficiencies determined by using the MC truth information. Very good agreement between
two methods has achieved. The most challenge work will be understanding the QCD background from
data and estimating the systematic uncertainties from data, different MC generators and PDF's. Our
continued efforts will focus on those issues and the development of the tools and procedures for LHC
diboson physics studies.
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Appendices

A Boosted decision trees

In this note, we used an advanced data analysis technique - Boosted Decision Trees(BDT) for diboson
analysis to improve the physics potential. BDT [2] has been firstly reported for the data analysis in
MiniBooNE experiment, it works better than Artificial Neural Networks(ANN). The BDT has been
used in HEP data analysis in recent years [3]. The detail technique of the BDT can be found in the
references [2].

The motivation for the boosting algorithm is to design a procedure that combines many “weak”
classifiers(eg. decision trees to achieve a powerful classifier(eg. boosted decision trees).

Event sample( n variables) Event sample( n variables)
S/B
node CutV, S/B CutV,
500/800 : node 500/800 |
Reweigh '
misclassified
, events in
S/B Cut V, previous S/B
AN 400/310 " |[teration (tree)]| S node | Sogo | Cut Vi
f \ d /' B
i\oomir}. :>> 80/520
~—]eaf - N N
[ eaf SN
1200718 1200/130
node| S/B NS eaf S/B \__/
200/150 |Cut Vk 220/150 | Cut Vi leaf
o ~
7N \40/90 )0 af - \40/100)
:'160?60‘} e [ s ) \_/teaf
N\ leaf Tree | 18050 caf Tree i+1

Figure 98: Diagrams for Boosted decision-trees. Fiiomegi) to Tree(i + 1) the mis-classified events

are increased weights based lmwostingargurithm. The 'note’ (box) in the diagram is the variable to

be split to separate signal and background in the 'decision-tree’ strucBmedB denote signal and
background, respectively. The ’circles’ are tree leaves, depending on the signal to background ratio,
those leaves are defined as signal ot background leaves.

We only give a very brief description in this note. As illustrated in Fidure 98, the BDT program
works with a set of data including bo#lignalandbackground Data are presented by a set of physics
variable distributions. Alecision-treewill split data recursively based on 'cuts’ on the input variables
until a stopping criterion is reached (e.g. purity, too few events, number of nodes). Every event ends up
in asignalor abackgroundleaf’ of the decision tree. Misclassified events will be given larger weights
in the next tree (boosting). Such procedure is repeated several hundreds to thousand times until the
performance reaches optimal. For a given event, if it lands orsitheal leaf in one tree, it is given
a score of 1, otherwise, -1. The sum of thweightedscores from all trees is the final score (BDT
output) of the event. The procedure described above is the ®Bddiing procedure. The measure of
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the BDT performance to separate the signal from the background is done with statistically independent
testsample. For a givetestevent, it is followed through each tree in turn. The high score for a given

test event means this event is most likelgignal event, and low score, lsackgroundevent. The major
advantages of boosted decision trees are their stability, their ability to handle large number of input
variables, and their use of boosted weights for misclassified events to give these events a better chance
to be correctly classified in succeeding trees.

A.1 Decision Trees

What criterion is used to define the quality of separation between signal and background in the split?
Imagine the events are weighted with each event having wéigHdefine the purity of the sample in a
branch by
po_ 2
dsWs+ Zb\%7
wheres ¢ is the sum over signal events afig is the sum over background events. Note Pdt— P) is
0 if the sample is pure signal or pure background. For a given branch let

n
Gini = (ZW)P(l— P),
i=
wheren is the number of events on that branch. The criterion chosen is to minimize
Ginijeft son+ GiNiright son
To determine the increase in quality when a node is split into two branches, one maximizes

Crlte“on — Ginifather— G|n||eft son— Glnlnght son:

At the end, if a leaf has purity greater than 1/2, then it is called a signal leaf and if the purity is less
than 1/2, it is a background leaf. Events are classified signal if they land on a signal leaf and background
if they land on a background leaf. The resulting tree deaision tree

A.2 Boosting Algorithms

If there areN total events in the sample, the weight of each event is initially takenlds Suppose that
there ard\ice trees andnis the index of an individual tree. Let

e X = the set of PID variables for théh event.

yi = 1iftheith event is a signal event ayd= —1 if the event is a background event.

e W; = the weight of thath event.

Tm(x) = 1 if the set of variables for thigh event lands that event on a signal leaf amnéx ) = —1
if the set of variables for that event lands it on a background leaf.

o I(yi # Tm(x)) = Lif yi # Tim(x) and 0 ify; = Tin(x;).

There are at least two commonly used methods for boosting the weights of the misclassified events in
the training sample. For diboson analysis, we only us@wbost, briefly described in the following.
For e-Boost [2], after thenth tree, change the weight of each eviemt=1,...,N:

Wi N \Niezel (yi#Tm(Xi))’
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wheree is a constant of the order of 0.01. Renormalize the weights; w;/ ZiN:1Wi- The score for a
given event isT (x) = Zr';'{’:eiTm(x), which is the sum of the scores over individual trees.

Typically, one may build several hundred or 1000 trees this way until the BDT preformance is opti-
mal. In the diboson analysis, we built 1000 decision trees usibgost algorithm witte = 0.01. Each
tree has 20 leaves, the minimum events in each leaf is 50. A score is now assigned to an event as follows.
The event is followed through each tree in turn. If it lands on a signal leaf it is given a score of 1 and if
it lands on a background leaf it is given a score of -1. The sum of all the scores is the final score of the
event. High scores mean the event is most likely signal and low scores that it is most likely background.
By choosing a particular value of the score on which to cut, one can select a desired fraction of the signal

or a desired ratio of signal to background.

A.3 How to Select Input Variables

One of the major advantages of the boosted decision tree algorithm is that it can handle large numbers of
input variables. Generally speaking, more input variables cover more information which may help to im-
prove signal and background event separation. Often one can reconstruct several dozens variables which
have some discriminant power to separate signal and background events. Some of them are superior to
others, and some variables may have correlations with others. Too many variables, some of which are
“noise” variables, won't improve but may degrade the boosting performance. It is useful to select the
most useful variables for boosting training to maximize the performance. The effectiveness of the input
variables was rated based on two criterion;

1) how often each variable was used as a tree splitter,

2) the gini index contribution of each variable.

A.4 Event Reweighting Training Technique

The recent development we made for LHC physics analysis is the event reweighting technique incorpo-
rated in the original ANN and BDT programs. For the standard ANN and BDT techniques, the weights
for training events are equal. It works fine if training MC samples from different physics processes are
generated based on their cross sections. For hadron colliders such as LHC, however, it is unrealistic
and inefficient to generate MC data for all the physics processes with full detector simulation based on
their production rates. This is simply because of limited CPU time and data storage capacity. If we treat
these MC events from different sources equally using the standard training technique, ANN and BDT
will pay more attention to the more numerous MC events which will introduce a large training bias and
degrade the overall background rejection. To avoid the training prejudice and to improve the PID perfor-
mance, | presented a multivariate training technique using event reweighting for ATLAS data analysis
which enable us to build single powerful PID by properly combining all backgrounds together using
event reweighting for PID training. The ANN and BDT with event reweighting training has significantly
better performance than those with the standard training technique.
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B Binned maximum likelihood

To build the confidence intervals we uskithned maximum likelihood caculatianExpected and 'ob-
served’ (from MC experiments) events are binned by one or more observable. Observables such as
Mt (VV) andpr (V) are choosen because we find in MC experiments their distribution is especially sen-
sitive to anomalous TGCs. The most dramatic effect is an increase in th&/hkigih pt cross section,
so it is important to also include the overflow bin in our likelihood calculation.

For each bin expected signal and background are compared to the the 'observation’ with a likelihood.
At it's core, the likelihood is based on Poisson statistics

vn —V
p(n;v) = I with v = vs+ v,

wherev the predicted mean value of the expected number of events, which is determined by both the
signal, vs, and the background/s. The predicted signal is determined from the standard equation,
vs = Zeo. Here Z is the total integrated luminosity, is the overall acceptance, awdis the cross

section which is a function of the coupling parameters. For background process, the cross sections
are taken from the SM predictions. We assume the systematic errors of the signal and background are
Gaussian and uncorrelated for each bin. Thus, we convolve two Gaussian distributions with the Poisson
distribution to form the likelihood

d fsd fb

Os Ob

L /1+30b /1+3c75 (fsVs+ fovp)" e (fsvstfovo)
J1 1-30, n!

— 30'b

where
gl1-fi)?/207

e TSP

gi
Here the total systematic uncertainty of signal and background appeaaaday, respectively.

From these likelihoods a total log-likelihood is formed from all the bin likelihoods. Some pro-
cesses may also be separated into multiple channels (such as the three decay combinatidhs: of
eeeu,uu). Also, we will include a factor of -2 which makes this test statistic comparable to a chi-
squared distribution. Thus, the log likelihood is

LL=—2 log(LK).

k:channelszgns

For this test statistics the 95% confidence-level interval is taken to be at the minimum+1.92 when fitting
one anomalous coupling, and at the minimum+2.99 for a fit in a 2-dimensional space of anomalous
couplings.
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C WTW™ event selection based on straight cut analysis (with CBNT)

A complementary study oW W~ — ¢Tv/~v event selection and analysis has been performed using

the CBNT datasets. Comparing to the analysis based oA®@12 datasets, much more background
events have been included in the studies. The strategy of this study is make sure to estalisthe

signal with enough statistical significance for the first integrated luminosity of 01 fbhis analysis

also served as a stepping stone to develop the advanced analysis tool, the Boosted-Decision-Trees, for
diboson physics studies.

C.1 WW event selection with straight cuts

Event Selection fo'WW leptonic decays with straight cuts are described below.

e Two isolated leptons with transverse momentym, greater than 20 GeV, and at least one with
pr greater than 25 GeV.

e Missing transverse enerdgiy, greater than 30 GeV.

e Invariant mass of two lepton#},,, greater than 30 GeV; veto the events wWiie or M, within
the Z-mass window: 70 Ge¥ My, < 120 GeV.

e Vector sumEM = | 5 (E{) 4 missingEr | < 60 GeV.

e Sum of total jet transverse energy to be less than 120 GeV.

e Maximum number of hadronic jets with energy greater than 30 GeV = 1.
e Transverse momentum of the dileptpﬁ(571+zz) > 30 GeV.

¢ Vertex difference between two leptons in beam directi,< 0.8mm and in transverse plane
(impact parameterpA < 0.1mm

Overall detection acceptance ffW — evpuv is about 6.5%, which includes geomatric and kine-
matic acceptance<(38.5%), and lepton ID and event selection efficiencied6.8%).

The background foe"ve v and u*vu~v channels are much higher compared to ¢net Fr
channel. We have to apply additional cuts to reject the dilepton events from Drell-Ya# -anet
processes. Fqr™u~ final state we further required the event must satisfy the following additional cuts:

A¢(u,Br) >1rad, and B < 40 GeV.
Forete  final state, we applied following additional cuts:
e 09<E/P<20;
e Njet < 1;
e 0.5<Ap(et,e) <25;
H; < 400 GeV, wherdH; is the total visible transverse energy in an event;

Fr/vHe > 90.
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C.2 Results

The signal and background events pass the selection cuts are summarized|in]Table 70. Number of events
are normalized to 1 fb' integrated luminosity. From this Table, it is clear that the most sensitive
channel folWW detection is thesu + Et final state. We expect to observe 267 + E1 events with

1 fb~! integrated luminosity. 2/3 of the events should beWh&/ — evpuv signal. The signal statistical
significances = S/+/B, is 18.9. Even for 0.1 fb' integrated luminosity, we should be able to establish
theWW — evuv signal with significance better than 5.

Process Nsignal  Nbackground /B

WW— efvuFv  1781+21 888+14 201
WW—efvev  216+11 224434 0.96
WW— pufvuFy  315+16 11324165 0.28

Table 70: Expected signal and background eventéfdf — ¢ v/~ v detection using cut-based analysis.
Events are normalized to 1 b integrated luminosity.

Background breakdown fa/W — evuv analysis is listed in Table ¥1. From our analysis we found
that the major background contributions come fromttrend theZ + jetsevents.

Process Nselecteq Percentage
WW — efve v 178 100%
Total background 88.8 100%
tt 25.1 28.3%
Z+ jets 24.7 27.8%
w=z 14.0 15.8%
Drell-Yan(¢*¢7) 12.57 14.2%
W — uv 11.0 12.4%
Zy 1.2 1.4%
27 — 0eer 0.5 0.5%

Table 71: Expected signal and breakdown of the background events from different soun8d/ fer
evuv detection based on cut-based analysis. Events are normalizedté intiegrated luminosity.
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D Study of the Wy background for WHW~ detection

A significant background t@/(W — ev) production iSNy production, where the photon converts asym-
metrically in the tracker material to produce a single high-momentum electron. We have investigated
methods ofWy background reduction, and find both conversion removal and hit requirements in the
inner pixel layers to be effective.

MC Samples

To studyWy production at ATLAS, we use CBNT ntuples produced in ATLAS reconstruction version
11 from aWy PYTHIA-generated event sample. The sample was generated with initial-state photon
radiation (ISR) and a leading-order cross section of 11.7 pb. We expect higher-order QCD corrections to
be of a similar size to those at the Tevatron, O(60%). Final-state radiation (FSR) contributes twice the
cross section of ISR at low photon momentum, but drops significantly with increasing photon energy.
We anticipate FSR corrections to be smaller than QCD corrections for the final event sample.

Prior to detector simulation, events are filtered with a requirement of ptstan 25 GeV, with a
resulting efficiency of 63.7%. We expect a filter with a loviggrthreshold would increase the background
by no more than a few percent. A total of 95550 events are used for our background studies.

Background Estimate

We obtain a rough estimate of the number of background events expected(W theev)(W — ev)
sample by selecting events with two electron candidates Bjth- 25 GeV andFr> 25 GeV. The
candidates are required to hali¢ p < 3, hadronic to electromagnetic energy ratio (Had/E).02,
isolation energy 0.2, and an associated track with > 10 GeV. We estimate the background using a
cross section of 1T x 0.673x 1.6 = 12.6 pb, which accounts for the filter efficiency and the NLO QCD
correction. We find an acceptance of 1395550= 0.01366 for the kinematic and electron identification
selection, resulting in 172 events per fin theeevv sample. At this leveMWy production would be the
dominant background in this sample, so we next investigate methods of background reduction.

Since théWy background results from a conversion in the tracker material, we expect a conversion
removal algorithm to significantly reduce this background. We developed an algorithm searching for
opposite-sign tracks to the identified electron track, with the two tracks having a mass consistent with
zero (m| < 0.2 GeV), similar polar angle/cotf < 0.008), and a common vertex (minimum two-track
r¢ separation betweenl cm and 0L cm). The conversion radius of such track pairs is shown in Fig.
99.

We additionally study the conversion variaklg convTrkMatch in the CBNT. This variable has
complementary conversion rejection to our simple algorithm. Rejecting events passing our simple algo-
rithm, we would expect 11%/y events per fb'; rejecting events passing thg_convTrkMatch variable
would result in 97 events per fb. Rejecting events passing either algorithm gives only 42 events per
bt

If the conversion is highly asymmetric, there may be only one reconstructed track from the conver-
sion. In this case, a track-based conversion removal will not be effective. However, since the conversion
occurs in the tracking material, requiring the electron track to have a hit in an inner layer of the tracking
material will significantly reduce the amount of material in which the photon can convert. We find that
requiring at least 1 B-layer hit cuts the background in half (after conversion rejection), to 21 events per
b1
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Wy — evy events
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Figure 99: The radius of conversion of track pairs satisfying requirements on the two-track mass, differ-
ence in polar angle, and minimurg separation.

Summary

We have estimated th&'y background to théW — ev)(W — ev) sample. Without selection targeting
conversions, the signal to background ratio is on the order of 1 to 1. Applying conversion rejection and
a B-layer hit requirement reduces the background by a facter 8f Further studies are necessary to
investigate the efficiency of these requirements for electrons Wwmdecay.
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E Anomalous TGC sensitivity study using fast simulations

This section describes the anomalous TGC sensitivity studiéstiw— production using fast simula-
tions to the MC events produced with non-SM anomalous couplings.

The most stringent direct limits on the anomalous TGC parameters have been achieved by the LEP
experiments using the"e~ — W™W™ events at LEP Il program. The 95% C.L. intervels [4] obtained by
combining the results from the four LEP experiments (until the end of 1999, at center-of-mass energies
up to 202 GeV) are:

—0.051< Agf < +0.034

~0.105< Ak, < +0.069
~0.059< A, < +0.026

The TGC parameters are related by= Az andAxz = Agf - Aicytan2 6w. In each case, the param-
eter listed was varied while the remaining are fixed to their SM value. Both statistical and systematic
uncertainties are included.

E.1 BHO MC generator

For the study of anomalous TGC the NLO MC generator of Baur, Han and Ohnemus [21] (henceforth
referred to as BHO) is used. This program generates WW productionywithcaying to leptons. The

most generaC andP conserving anomalol&/'W ZandW Wy couplings are included. In this generator

the diagrams contributing t6' (o) are the squared Born (LO) graphs, the interference of the Born with

the virtual one-loop graphs, and the squared real emission graphs. The BHO generator employs the
phase space slicing method and the calculation is performed in the narrow width approximation for the
leptonically decaying gauge bosons. The program generates the n-body final state events, for the Born
and virtual contributions, and the n+1-body final state events for the real emission contributions. The
spin correlations in the leptonic decays are included everywhere except in the virtual contributions. The
BHO generator is interfaced to PYTHIA for the fragmentation of partons and hadronization, and ATLfast
for the fast simulation of the ATLAS detector. The events produced by the BHO generator contain the
leptonic decay products &¥W bosons (the n-body final state), and at most one colored parton in the
final state (the n+1-body final state). For the events with a colored parton in the final state, the method of
independent fragmentation [47] is used to produce the color-singlet particles which form the input for
detector simulation. The standard parton shower approach cannot be applied to the events produced by
the BHO generator, since this would double count regions of phase space. The CTEQ5M PDF and factor
scaleQ? = M, is used.

After fast simulations of ATLAS detector, the set of kinematic cuts "B”, described in section 4.4.1, is
applied. This set of cuts optimizes sensitivity to anomalous TGC measurements. Since MC@NLO gen-
erator is more realistic, shape and cross section of BHO distributions (used for TGC study) are corrected
to MC@NLO distributions (with same kinematic cuts). Comparison of BHO and MC @ gt Q@listri-

butions obtained after fast and full simulations of ATLAS detector and selection cuts B is shown in Fig.
100.

E.2 Fast simulation and fitting method

Anomalous TGC affect both the total production cross section and the differential cross section. Since
the anomalous couplings contribute only in #e channel, their effects are concentrated particularly
in central rapidity region and at large transverse moment bbsons anélV*W~ pairs. Since in the
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dilepton channels the W ami "W~ transverse momenta cannot be unambiguously reconstructed, as an
option the transverse momentum distribution of leptons or lepton pairs can be studied.

In this note, the limits of the anomalous TGC couplings are evaluated by using a binned maximum
likelihood fit to compare ther distributions of "mock” ATLAS data to the Monte Carlo reference dis-
tributions (theoretical expectations) which are a function of the TGC parameterspyT lagstribution
of "mock” data which correspond to an ATLAS experiment is simulated with SM TGC parameters us-
ing BHO generators interfaced with PYTHIA. The shape of BHO distribution and corresponding cross
section obtained after fast simulation of ATLAS detector, and kinematical cuts (selection "B”) are cor-
rected to MC@NLO distribution obtained after full simulation of ATLAS detector (with same kinematic
cuts).The "mock” data distribution is constructed by sampling each bin according to a Poisson distri-
bution with the mean given by the relevant bin content of the SM reference histogram. Afterwords,
contribution of all background processes is added.

Monte Carlo reference distributions (theoretical expectations) as a function of the TGC parameters.
are obtained by expressing differential cross section in gachbin by a quadratic function of two
coupling parameters i.e.:

do(Ax,A)
dpr

The six o; coefficients are determined for eaph bin by fitting the function Eqg. [(9) to nine BHO
Monte Carlo samples for the following combinations of two TGC parameter valuesk,A), (0,1),

(Ax, A), (—Ax,0), (0,0), (Ax,0), (—Ax,—A), (0,—A), (Ak,—A). These values form 8 3 grid centered

on the SM values ofk, 1)=(0,0). The size of the grid is chosen to be slightly larger than the expected
95% C.L. for the corresponding pair of couplings. With extracted coefficientand 3, we are able

to predict the cross section in a given bin for any pair Ax,A). The error of such a parametrization

is evaluated by calculating the cross sections with the BHO generator at random points inside the grid
and then comparing them with the the approximation Eq. (9). The largest error of the approximation
is found to be less than 2%. MC reference distributions are obtained after fast simulation of ATLAS
detector, and after kinematical cuts (selection "B”). Each bin of MC reference distributions is multiplied
by the corresponding factor obtained from the ratio of MC@NLO and BHO distribution with SM values
of TGC parameters. Finally, contribution of all background processes is added. The details of the binned
likeliyhood fit are described in section 8.4.

dGSM

e + g AK + 0 + 0AKE + oA + asAKA .

(9)
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Figure 101: The transverse momentum distribution of leptons after applying the kinematic cuts. The
points with error bars represent "mock” data with integrated luminosity of 1& foThe lines are SM

MC distribution andAxz = 0.2 theoretical expectation. The contribution of all backgrounds to reference
distributions is shown as a shaded histogram.

An example of a maximum likelihood fit to the transverse momentum distribution of leptons is shown
in Figure. The points with error bars represent "mock” data with integrated luminosity of 10 fb
. The lines are SM MC distribution antix; = 0.2 theoretical expectation. The contribution of back-
grounds to reference distributions is shown as a shaded histogram.

E.3 Anomalous TGC limits

The limits for anomalous TGC are derived when one or two parameters of INMO¥ couplings are
varied from their SM values. By varying the parameterS\8V Zor WWy couplings separately it is
possible to compare sensitivity limits for TGC paramete/W/, W Z andWy production.

The 95% C.L. limits obtained when only one parameter oMHh& ZandW Wy couplings is varied
are summarized in Table]72. In order to obtain the best estimate of the limits that will be achieved at
ATLAS, they are averaged over 1000 simulated ATLAS experiments. The limits are shown for various
integrated luminosity (1, 10 and 30fh) and for form factor scalg\ =2 TeV. The systematic uncertain-
ties associated with the sensitivity limits of the TGC parameters are included. The following systematic
effects are estimated: background rate systematics, parton density function systematics, systematics aris-
ing from neglected higher order corrections, and systematics arising from size of the grid and p.d.f.'s used
for the MC reference distributions. It is found that at integrated luminosities up to 30tfie TGC lim-
its have only a low sensitivity to the systematic errors. From the Table 72 we can see that with increasing
integrated luminosity from 1 to 30 fi limits will be improved and precise investigation of TGC will
be possible with the first 10f3 of LHC data. However, these results should be taken with caution, be-
cause they have been derived simply by scaling the histograms obtained for low luminosity, and effects
such as the pile-up have not been accounted for. Nevertheless, the results provide information on how an
increase in luminosity will improve the sensitivity limits of TGC parameters. For integrated luminosity
of 30 fb~! and form factor scalé =2 TeV,WW ZcouplingsAkz andA; can be measured with an accu-
racy of 0.05 to 0.08 with 95% C.L. Increase of form factor scale from 2 to 5 TeV, improves sensitivity
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Table 72: 95% Confidence Limits fMvW Z and WWy coupling parameters for various integrated
luminosity and for formfactor scal& =2 TeV.
y 1fb~t 10 fo? 30fbt |
WW Zcouplings
Axz (-0.16,+0.24) (-0.077,0.11) (-0.055, 0.083)
Az  (-0.17,0.12) (-0.085,0.064) (-0.061, 0.058)
Ag:  (-0.56, 0.66) (-0.30, 0.45) (-0.22,0.33
WWy couplings
Ax, (-0.36,0.52) (-0.18, 0.27) (-0.091, 0.15)
A, (-0.32,0.30) (-0.19, 0.16) (-0.140.12
Equal couplingsAxz=Aky, Az=2,
Ax  (-0.12,0.19) (-0.060,0.097) (-0.041,0.07_2)
A (-0.14,0.10) (-0.071,0.052) (-0.052 0.03D)

limits by ~ 40— 50%. Because of the larger coupling of the Z boson to quarks and to the W bosons,
theW™W~ production is more sensitive WW Zcouplings than t&V/Wy couplings. Consequently, the
limits for Ak, andA, are~x 2 times larger compared to the limits\&fW Zcouplings. Comparison with
limits obtained from\W Z andWy production shows that in spite of limited information available for the
final state, thaVW production can provide stringent limits for tiec, parameter, compared with the
sensitivities expected in other channels at LHC. This TGC limits are in fair agreement with a previous
study [48] carried out completely with fast simulation of ATLAS detector and "B” selection cuts.
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