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Abstract

We present studies of the sensitivity of ATLAS to Standard Model (SM) diboson (W+W−,
W±Z, ZZ, W±γ, andZγ) production in pp collisions at

√
s= 14 TeV, through final states

containing electrons, muons and photons Our studies use the ATLAS CSC (Computer-
System-Commissioning) Monte Carlo datasets, which include trigger information and de-
tector calibration and alignment corrections. We aim to establish the SM diboson de-
tection sensitivities with the ATLAS experiment in early LHC physics runs (for 0.1 to 1
fb−1 integrated luminosities). We have included large fully simulated background events
in our studies to understand the sources of background for diboson detection. We es-
timate the cross section measurement uncertainties (both statistical and systematic) as a
function of integrated luminosity (from 0.1 to 30 fb−1) and establish the ATLAS experi-
ment sensitivities to anomalous triple gauge boson couplings. This note shows that the SM
W+W−, W±Z, W±γ, Zγ signals can be established with signal statistical sensitivity better
than 5σ for the first 0.1 fb−1 integrated luminosity, and theZZ signals can be established
with 1.0 fb−1 integrated luminosity. The anomalous triple gauge boson coupling sensitivi-
ties can be significantly improved, even with 0.1 fb−1 data, over the results from Tevatron
based on 1 fb−1 data.



DRAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/diboson_CSC.tex
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub) DRAFT

Contents

1 Introduction 5

2 Diboson production at LHC and effective Lagrangians 6
2.1 SM Diboson Production Cross Sections . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Effective Lagrangian for charged TGC’s . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Effective Lagrangian for neutral TGC’s . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 The Monte Carlo Event Generators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.5 Two approaches to study the anomalous couplings . . . . . . . . . . . . . . . . . . . . . 10

3 Review of Tevatron diboson measurements 11
3.1 Overview of measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1.1 Measuring lepton and photon efficiencies from data . . . . . . . . . . . . . . . . 14
3.1.2 Measuring backgrounds from data . . . . . . . . . . . . . . . . . . . . . . . . . 14

4 W+W− production and the W+W−Z0 and W+W−γ couplings 16
4.1 W+W− signal and background at the LHC . . . . . . . . . . . . . . . . . . . . . . . . 16

4.1.1 Production mechanism and cross sections . . . . . . . . . . . . . . . . . . . . . 16
4.1.2 Experimental signals and major background . . . . . . . . . . . . . . . . . . . 17

4.2 Analysis methods and MC datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3 Physics objects reconstruction and lepton ID efficiencies . . . . . . . . . . . . . . . . . 18

4.3.1 Electron identification and selection efficiency . . . . . . . . . . . . . . . . . . 19
4.3.2 Muon reconstruction and identification efficiency . . . . . . . . . . . . . . . . . 22
4.3.3 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3.4 Missing transverse energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3.5 Trigger Selection and Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4.4 W+W−→ `+ν`−ν analysis with straight cuts . . . . . . . . . . . . . . . . . . . . . . . 24
4.4.1 Event Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.4.2 W+W− selection results based on straight cut analysis . . . . . . . . . . . . . . 25

4.5 W+W− analysis using Boosted-Decision-Trees technique . . . . . . . . . . . . . . . . . 27
4.5.1 Input variables forBDT training . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.5.2 The outputs of theBDT analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.5.3 Estimate the uncertainties for cross section measurements . . . . . . . . . . . . 34

4.6 Sensitivity to charged anomalous couplings . . . . . . . . . . . . . . . . . . . . . . . . 40
4.6.1 Re-weighting and fitting method . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.6.2 Charged anomalous TGC sensitivity inW+W− analysis . . . . . . . . . . . . . 40

4.7 Summary ofW+W− production studies . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5 W±Z0 production and the W+W−Z0 coupling 45
5.1 W±Z0 signal and background at LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.1.1 Production mechanism and cross section . . . . . . . . . . . . . . . . . . . . . 45
5.1.2 Experimental signals and background . . . . . . . . . . . . . . . . . . . . . . . 45

5.2 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.3 W±Z→ `±ν`+`− analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.3.1 Lepton identification efficiency determined by tag-probe method. . . . . . . . . 46
5.3.2 Pre-selection of theW±Z0 events . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3.3 Final selection with tightened straight cuts . . . . . . . . . . . . . . . . . . . . . 49
5.3.4 Final selection based on the boosted decision tree technique . . . . . . . . . . . 52

2



DRAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/diboson_CSC.tex
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub) DRAFT

5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.4.1 Summary ofW±Z0 detection sensitivity for 1 fb−1 integrated luminosity . . . . 55
5.4.2 Cross-section measurement uncertainty studies . . . . . . . . . . . . . . . . . . 57

5.5 Studies of the sensitivity to anomalousW+W−Z0 couplings . . . . . . . . . . . . . . . . 59
5.5.1 The procedure to study the anomalous couplings . . . . . . . . . . . . . . . . . 60
5.5.2 One-dimensional 95% C.L. intervals . . . . . . . . . . . . . . . . . . . . . . . . 61
5.5.3 Two-dimensional 95% C.L. contours . . . . . . . . . . . . . . . . . . . . . . . 63

5.6 Summary of the TGC studies inW±Z0 analysis . . . . . . . . . . . . . . . . . . . . . . 63

6 W±γ production and the WWγ couplings 68
6.1 W±γ production mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.2 Experimental signal and background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.3 Selection ofW±γ → l±γ events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.4 W±γ analysis using Boosted Decision Trees . . . . . . . . . . . . . . . . . . . . . . . . 71
6.5 WWγ coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6.5.1 WWγ coupling parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.5.2 Confidence limits for anomalousWWγ coupling . . . . . . . . . . . . . . . . . 78

7 Study ofZ0γ production 81
7.1 Z0γ production mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7.2 Z0γ Monte Carlo datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7.3 Detections of leptons and photons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.4 Topological distributions ofZ0γ events . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7.5 Z0γ analysis based on Boosted Decision Trees . . . . . . . . . . . . . . . . . . . . . . . 86
7.6 Z0γ measurements of BDT selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

8 ZZ production and neutral triple gauge boson couplings 89
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
8.2 Z0Z0 → `+`−`+`− analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

8.2.1 Signal and background MC Samples . . . . . . . . . . . . . . . . . . . . . . . . 91
8.2.2 Physics objects and lepton pre-selection . . . . . . . . . . . . . . . . . . . . . . 93
8.2.3 Lepton reconstruction efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . 95
8.2.4 Event Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
8.2.5 Cut efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
8.2.6 Trigger efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
8.2.7 Comparison between v11.0.4 and v12.0.6 . . . . . . . . . . . . . . . . . . . . . 101
8.2.8 Experience with analysis on the GRID . . . . . . . . . . . . . . . . . . . . . . . 101
8.2.9 Expected signal and background . . . . . . . . . . . . . . . . . . . . . . . . . . 101
8.2.10 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

8.3 ZZ→ ll νν analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
8.3.1 Monte Carlo events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
8.3.2 EventView preselection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
8.3.3 Analysis cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.3.4 Yields and trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

8.4 Anomalous neutral gauge couplings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.4.1 Fit procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
8.4.2 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

3



DRAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/diboson_CSC.tex
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub) DRAFT

9 Summary 126

References 129

Appendices 133

A Boosted decision trees 133
A.1 Decision Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
A.2 Boosting Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
A.3 How to Select Input Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
A.4 Event Reweighting Training Technique . . . . . . . . . . . . . . . . . . . . . . . . . . 135

B Binned maximum likelihood 136

C W+W− event selection based on straight cut analysis (with CBNT) 137
C.1 WW event selection with straight cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
C.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

D Study of theWγ background for W+W− detection 139

E Anomalous TGC sensitivity study using fast simulations 141
E.1 BHO MC generator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
E.2 Fast simulation and fitting method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
E.3 Anomalous TGC limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

4



DRAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/introduction.tex
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub) DRAFT

1 Introduction

We present studies of diboson (W+W−, W±Z0, Z0Z0, W±γ, Z0γ) detection sensitivities with lepton
and photon final states and corresponding triple gauge boson couplings (TGC) sensitivities as a function
of integrated luminosity. Results are based on fully simulated ATLAS Monte Carlo data sets produced
in the ATLAS Computing-System-Commissioning (CSC) program [1] from Fall 2006 - Summer 2007.
This work augments previous diboson studies in two important ways. First, in order to understand deeply
the sources of background to diboson signals, it includes about 30 million fully simulated background
events from many SM processes. Second, the technique ofBoosted Decision Trees[2, 3] is applied to
some of the analyses to improve significantly the diboson detection sensitivities. This note documents
the analysis methods and tools required for diboson physics studies.

Study of the diboson production at the LHC provides an important test of the high energy behavior of
electroweak interactions. Vector boson self-couplings, uniquely fixed by Lorentz and gauge invariance,
are a fundamental prediction of the Standard Model (SM), resulting from the non-Abelian nature of
theSUL(2)×U(1) gauge symmetric theory. Since these gauge boson self-couplings have not yet been
measured with good precision it is possible that signals for physics beyond the SM could appear in this
sector through discovery of anomalous TGC’s.

LEP [4] and Tevatron [5]- [13] diboson studies have demonstrated the importance of precision deter-
minations of the electroweak parameters as a tool to search indirectly for physics beyond the SM. The
TGC’s are currently studied at the Tevatron via production ofW+W−, W±γ, Z0γ, W±Z0 andZ0Z0 in pp̄
collisions at

√
s=1.96 TeV. TheW+W− process involves bothW+W−γ andW+W−Z0 couplings, while

W±γ andW±Z0 are concerned exclusively with theW+W−γ, andW+W−Z0 couplings, respectively.
Anomalous couplings would lead to enhanced diboson cross sections, particularly at high boson

transverse momentum and high diboson transverse mass. Experimental limits on non-SM TGC’s can
be obtained by comparing the shape of the measured transverse momentum or mass distribution (or
transverse mass in final state involving W) with predictions, provided that the signal is not overwhelmed
with background.

The study of diboson production is not only an effective probe for beyond-SM physics, but is also
crucial for many important new physics searches at the LHC. For example,W+W− andZ0Z0 are major
background sources for SM Higgs boson searches via theH0 → Z0Z0, Z0Z∗0, W+W−, W±W∗∓ decay
channels. Furthermore, if no light SM Higgs boson is found then electroweak symmetry breaking studies
will require production rate measurements of energetic longitudinal gauge boson pairs. This is because
the longitudinal components ofW± andZ0 are the Goldstone bosons of the symmetry breaking process.
The new physics would appear as resonances or anomalous structures in the diboson spectra at high
mass.

This note is structured as follows. In Section 2 the effective Lagrangian and TGC parameters are
described. The generators used to produce the MC event samples for diboson studies are also described
in section 2. In section 3 the current and expected Tevatron diboson physics, and analysis methods used
to determine lepton identification efficiencies and to estimate backgrounds using data, are reviewed.
The analyses of the five diboson final states are presented in Sections 4-8. A brief description of the
analysis techniques,Boosted Decision Treesand binned maximum likelihood method, is provided in the
appendices. Also included in the appendices are some alternative analyses.
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2 Diboson production at LHC and effective Lagrangians

2.1 SM Diboson Production Cross Sections

The generic Standard Model tree-level Feynman diagrams for electroweak diboson production at hadron
colliders are shown in Figure 1. Thes-channel diagram contains the vector-boson self-interaction vertices
which are discussed in this section.

q V1

q̄′

V2

q V2

q̄′

V1

q

q̄′
V

V1

V2

TGC vertex

Figure 1: The generic Standard Model tree-level Feynman diagrams for diboson production at hadron
colliders;V,V1,V2 = {W,Z,γ}. Thes-channel diagram, on the right, contains the trilinear gauge boson
vertex.

The diboson production cross sections at hadron colliders (Tevatron, LHC) predicted by the Standard
Model are calculated at next-to-leading-order (NLO) [15], [16], [17]. For this CSC note we used the
MC@NLO [18] Monte Carlo program to calculate theW+W−, W±Z0, Z0Z0 production cross sections
(NLO). The parton-density-function (PDF) ofCTEQ6M [19] has been used. The leading-order (LO)
cross section calculations are performed using thePYTHIA[20] program with theCTEQ6L PDF. For
W±γ andZ0γ productions, we have used theBHO [21] program to calculate both LO and NLO cross
sections. TheCTEQ6M PDF is used in the calculations. TheBHO LO calculations have been cross-
checked withPYTHIAcalculations. They are consistent within a few percent. We list the calculated
diboson production cross sections throughqq̄′ initial states in Table 1.

Table 1: The SM diboson production total cross sections at Tevatron and LHC hadron colliders. These
values are calculated usingPYTHIA for LO cross sections, and usingMC@NLO andBHO, for NLO
cross sections. We quote 5% and 10% uncertainties for NLO and LO cross sections, respectively. Teva-
tron cross sections are quoted from the D0 and the CDF papers [5].∗The LO cross section forZ0Z0 from
PYTHIAhas includedZ/γ∗ interference.

Diboson mode Conditions Tevatron LHC LHC√
s= 1.96 TeV

√
s= 14TeV

√
s= 14TeV

σ(pb) NLO σ(pb) NLO σ(pb) LO

W+W− W’s on mass shell 12.4± 0.3 111.6±5.6 70.71±7.1
W±Z0 Z andW on mass shell, noZ/γ∗ 3.7± 0.3 47.8±3.3 27.12±2.7
Z0Z0 Z’s on mass shell, noZ/γ∗ 1.43± 0.1 14.8±1.3 11.13±1.1∗

W±γ Eγ

T > 20 GeV∆R(`,γ) > 0.7 19.3± 1.4 119.1±6.0 60.6± 6.1
Z0γ Eγ

T > 20 GeV,∆R(`,γ) > 0.7 4.74± 0.22 69.0±3.5 56.0±5.6

The diboson production rate at the LHC will be at least a factor of 100 higher than that at the Tevatron
(ten times higher cross sections and ten times higher luminosity even at the initial LHC low luminosity
of ∼ 2× 1033 cm−2sec−1). The higher event rate and the higher energy at the LHC will enable us
to measure the vector-boson self-interaction couplings with much higher precision. The sensitivity to
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anomalous TGC’s, which allows the indirect search for new physics beyond the Standard Model, is
expected to improve by orders of magnitude at the LHC over Tevatron and LEP.

2.2 Effective Lagrangian for charged TGC’s

New physics may modify the self-interactions of vector bosons, in particular the triple gauge boson
vertices. If the new physics occurs at an energy scale well above that being probed experimentally, it
can be integrated out, and the result expressed as a set of anomalous (non-SM) interaction vertices. The
most general effective Lagrangian, that conservesC andP separately, for charged triple gauge boson
interactions is [24]:

L/gWWV = igV
1 (W∗

µνWµVν −WµνW∗µVν)+ iκVW∗
µWνVµν +

λV

M2
W

W∗
ρµWµ

ν Vνρ

whereV refers to the neutral vector-bosons,Z or γ; Xµν ≡ ∂µXν − ∂νXµ and the overall coupling con-
stantsgWWV are given bygWWγ = −e, gWWZ = −e cotθW, with e the positive electron charge and
θW the weak mixing angle. The Standard Model triple gauge boson vertices are recovered by letting
gV

1 = κV = 1 andλV = 0. The electromagnetic dipole and quadrupole moment of theW boson are
proportional to theWWγ coupling. They are given by:

µ
EM
W = e(1+κγ +λγ)/2MW, QEM

W =−e(κγ −λγ)/M2
W.

The weak dipole and quadrupole moment of theW boson are proportional to theWWZcoupling:

µ
weak
W = e(gZ

1 +κZ +λZ)/2MW, Qweak
W =−e(κZ−λZ)/M2

W.

We can picture these asZ or γ fields radiated by theW boson.
Experimentally, we search for deviations from the Standard Model couplings; thus the anomalous

coupling parameters are defined as

∆gZ
1 ≡ gZ

1 −1, ∆κγ ≡ κγ −1, ∆κZ ≡ κZ−1, λγ , and λZ.

Note that electromagnetic gauge invariance requiresgγ

1 = 1 or ∆gγ

1 = 0.
With non-SM coupling parameters, the amplitudes for gauge boson pair production grow with energy,

eventually violating tree-level unitarity. The unitarity violation is avoided by introducing an effective
cutoff scale,Λ. For charged anomalous TGC’s we have used dipole form factors with a cutoff scaleΛ.
The the anomalous couplings take a form, for example,

∆κ(ŝ) =
∆κ

(1+ ŝ/Λ2)2 ,

where
√

ŝ is the invariant mass of the vector-boson pair and∆κ is the coupling value in the low energy
limit. Λ is physically interpreted as the mass scale where the new phenomenon which is responsible for
the anomalous couplings would be directly observable.

Direct tests of the trilinear couplings are provided bye+e− and hadron colliders through production
of gauge boson pairs. The signature for anomalous trilinear couplings is an excess of gauge boson pairs,
particularly for large values of the invariant mass of the gauge boson pair and for large values of gauge
boson transverse momentum,pT .

Studies of three different diboson final states,W+W−, W±Z, andW±γ will provide complementary
sensitivities to the charged anomalous TGC’s [21]. For example, the∆κV terms inW+W− production
grow like ŝ, whereas these terms increase only like

√
ŝ in W±Z andW±γ production. One therefore
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expectsW+W− production to be considerably more sensitive thanW±Z andW±γ production to∆κV .
On the other hand,W±Z production is expected to be more sensitive thanW+W− to ∆gZ

1, because
terms in∆gZ

1 are proportional to ˆs in W±Z production. Theλ -type anomalous couplings have a strong
ŝ dependence in all three cases, thus the sensitivities will be greatly enhanced at high center-of-mass
energy at LHC.

Our studies of the anomalous coupling parameters have followed two scenarios as described below.

• The anomalous couplings are uncorrelated. When setting limits on one coupling, the other cou-
plings are set to their Standard Model values. When setting limits in two-dimensional space, two
coupling parameters vary independently while the others are fixed at their Standard Model values.

• There are correlations between the anomalous coupling parameters. Different relations are ob-
tained by invoking global symmetry arguments, or by fine tuning anomalousWWV couplings
such that the most serious unitarity-violating contributions to the tree-level vector-boson scatter-
ing amplitudes are avoided [25]. We list below some assumptions used in our studies. We find
limits in two-dimensions, so in the cases where there are three free parameters one is fixed to it’s
Standard Model value.

– The so-called HISZ scenario [26] has two free parameters:
∆gZ

1 = ∆κZ/(cos2 θW−sin2
θW), ∆κγ = 2∆κZ cos2 θW/(cos2 θW−sin2

θW), λZ = λγ .

– Assuming,∆κZ = ∆κγ , λZ = λγ .
leaving three free parameters.

– The LEP assumption,
∆κγ = (cos2 θW/sin2

θW)(∆gZ
1 −∆κZ), λZ = λγ .

leaving also three free parameters.

2.3 Effective Lagrangian for neutral TGC’s

In the Standard Model, neutral boson pairs,ZZ andZγ, are produced at hadron colliders through the
t-channel diagrams shown in Figure 1. TheZZZ and ZZγ triple gauge boson couplings, and hence
the contribution of thes-channel diagram, are zero at tree level. However, anomalousZZZ or ZZγ

couplings may contribute via thes-channel diagram. In this note we consider the effect of anomalous
couplings on the production of pairs of on-shellZ bosons only. In this case, the most general form of the
Zα(q1)Zβ (q2)Vµ(P) (V = Z, γ) vertex function which respects Lorentz invariance and electromagnetic
gauge invariance may be written as [27]

gZZVΓαβ µ

ZZV = e
P2−M2

V

M2
Z

[ i f V
4 (Pαgµβ +Pβ gµα)+ i f V

5 ε
µαβρ(q1−q2)ρ ]

whereMZ is the Z-boson mass ande is the positive electron charge;q1,q2 andP are the 4-momenta of the
two on-shell Z bosons and thes-channel propagator respectively. The effective Lagrangian generating
thegZZV vertex function is

L =− e

M2
Z

[ fV
4 (∂µVµβ )Zα(∂ αZβ )+ fV

5 (∂ σVσ µ)Z̃µβ Zβ ],

whereVµν = ∂µVν −∂νVµ andZ̃µβ = 1
2εµνρσ Zρσ . The couplingsfV

i (i = 4, 5) are dimensionless com-
plex functions ofq2

1, q2
2 andP2 and, as indicated above, are zero at tree level in the Standard Model.

All couplings areC odd;CP invariance forbidsfV
4 , while parity conservation requires thatfV

5 vanishes.
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Becausef Z
4 and f γ

4 areCP-odd, contributions to the helicity amplitudes proportional to these couplings
will not interfere with the Standard Model terms, and henceZZ production is not sensitive to the sign of
these couplings. TheCP conserving couplingsfV

5 contribute to the Standard Model cross section at the
one-loop level, but this contribution isO(10−4) [28].

As in the case of charged TGC’s, theZZ production cross section with non-SM couplings grows with
the parton center-of-mass energy

√
ŝ. In order to avoid unphysical results that would violate unitarity,

we use a generalized dipole form factor:

fV
i (ŝ) =

fV
i

(1+ ŝ/Λ2)n (i = 4, 5)

whereΛ is the form factor scale which is related to the scale of new physics which is generating the
anomalousZZV couplings. Theoretical arguments require thatn should be greater than 3/2 in order to
satisfy unitarity. In our note, we have usedn = 3 andΛ = 2 TeV to evaluate the ATLAS sensitivities to
anomalous neutral TGC’s from theZZ diboson final state studies.

The signature of anomalous couplings inZZ production is an increase in the cross section at high
values of Z-boson transverse momentum. In our investigation of the ATLAS sensitivity to anomalous
couplings, we have considered only the the case where one coupling in non-zero.

2.4 The Monte Carlo Event Generators

We have used two NLO Monte Carlo event generators,MC@NLO and BHO, for diboson physics
analysis. The program ofMC@NLO interfacing toHERWIG/JIMMY has been used to generate the
W+W−, W±Z0, Z0Z0 events. Those events are fully simulated with the ATLAS detector responses, the
electronic digitization’s, and with final event reconstructions. TheBHO MC program has been used to
study the ATLAS detection sensitivity to anomalous triple gauge couplings. We present here a very brief
description of these two programs.

• MC@NLO (version 3.1) [18]
This generator incorporates NLO QCD matrix elements into the parton shower by interfacing to
HERWIG/Jimmy[29] programs. Hard emission are treated as in NLO computations and soft/collinear
emission is treated as in regular parton-shower MC. The matching between these two regions is
smooth. (no double counting). W-mass width and spin-spin correlations are included in the genera-
tor. However, ’zero-width’ approximations are used inW±Z0 andZ0Z0 calculations, and noZ0/γ∗
interference terms are included in the calculations. This program doesn’t include anomalous triple
gauge boson couplings.

• BHO (by Baur, Han and Ohnmenus) [21]
This is a numerical parton level MC generator. The calculatedW+W−,W±Z0 andZ0Z0 production
rates are accurate toNLO and consistent with theMC@LNO calculations (total cross sections
agree to∼ 2-3%). TheBHO MC program can calculate both LO and NLO cross sections for all
five diboson final states (W+W−, W±Z0, Z0Z0, W±γ, Z0γ). However, it doesn’t include parton-
shower automatically. It generates n-body final states for Born and virtual contributions, and
(n+1)-body final states for real emissions. It includes anomalous triple gauge boson coupling
parameters, thus it is the vital program for anomalous coupling sensitivity studies.

ForW±γ, Z0γ andZ0Z0 events we have used the LO MC generatorPYTHIA(version 6.4) [20] for
full simulations. In contrast to theMC@NLO program,PYTHIAprogram has implemented the vector
boson masses with Breit-Wigners, and includedZ/γ∗ interference terms. For normalization of the LO
predictions of event production rates, a k-factor correction is used from NLO calculations. The k-factor
is defined as the cross section ratio,dσ(NLO)/dσ(LO).
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For gg→W+W− events simulation we have usedgg2ww MC generator (version 2.4) [23] interfac-
ing to HERWIGandJIMMY programs for parton shower (hadronization) andpp collision underlying
events.

2.5 Two approaches to study the anomalous couplings

To overcome the lack of anomalous couplings in the standard ATLAS MC generators, and to avoid full
simulations of all the MC events with possible couplings, two approaches are used in our analysis to
probe the anomalous TGC’s:

• Re-weighting the fully simulated events

– Generate and fully simulate the diboson events with SM couplings using theMC@NLO
program. Event acceptances are determined by the fully simulated events.

– Re-weight each fully simulated events. The weights are produced in anomalous coupling
space according to parton level kinematics using theBHOprogram.

– The theoretical ’expectations’ (the vector bosonPT or diboson mass spectra), including those
with non-SM coupling parameters are calculated by using fully simulated events, which pass
the event selection criteria.

– The SM ’mock data’ are produced by MC experiments by simulating and selecting the dibo-
son events.

– Binned likelihood method is used to extract the sensitivities to the anomalous TGC’s.

• Fast simulation

– Generate and fully simulate the diboson events with SM couplings using theMC@NLO
program.

– Using Fast-Simulation (ATLFAST[30]) program to simulate the NLO MC events with anoma-
lous couplings byBHOprogram.

– Correcting the fast simulation (withBHO) by comparing with the full simulation (with
MC@NLO) to determine the acceptance vs. the anomalous couplings.

– Based on the ’mock data’ with the SM couplings, to extract the sensitivities to the anomalous
TGC’s.

Detail techniques used to determine the 95% C.L. intervals for the anomalous couplings are given in
the appendix of this note.

10
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3 Review of Tevatron diboson measurements

In this section we present a brief review of measurements of diboson production at the Tevatron. The
purpose is to establish the general status of the field, and to summarize those experimental issues relevant
to the ATLAS diboson physics program.

3.1 Overview of measurements

The CDF and D0 experiments have recorded about 2f b−1 of integratedpp̄ luminosity as of August
2007. Recent measurements of most diboson channels are based upon about 1f b−1 of data. A detailed
review of these results is not appropriate here. What we have chosen to do is present representative
measurements from the CDF or D0 experiments with statistics based upon 1.0f b−1 integrated luminosity
where available. The goal is to establish the general level of the statistics for Tevatron diboson signals, to
characterize the dominant backgrounds encountered, and to establish the precision of the measurements.

Representative measurements in diboson channels are presented in Tables 2 to 6. These are limited to
cases where the W/Z bosons are detected by e/µ decay modes. In addition to the measurement statistics,
the backgrounds and their dominant sources are summarized. The cross sections quoted are as usual for
a Standard Model interpretation of the decay phase space and branching ratios. As shown in the Tables,
there is good agreement between the measured cross sections and theory predictions based upon NLO
matrix element calculations.

For the WW and WZ channels the signals are at the level of tens of events, with a significant signal
just starting to appear in the ZZ channel. The Wγ and Zγ channels are measured with photonET >7
GeV and∆R(lγ) > 0.7. With these cuts the statistics are on the order of a thousand events for each of
the Wγ and Zγ channels with 1f b−1 of data. The events of most interest are those without final state
radiation. These can be selected by cuts on M(l+l−γ) > 100 GeV/c2 andMT(lνγ) > 90 GeV/c2. With
these selection the statistics in each of the Wγ and Zγ channels are on the order of a few hundred events.

The Tevatron diboson measurements have been used to improve on some of the anomalous gauge
coupling limits made at LEP (hep-ex/0612034). By using measurements ofpp̄ →W±γ andW±Z the
WWγ and WWZ couplings can be separately studied. Deviations of the couplings from their SM values
are usually parameterized with a dipole form factor to preserve tree-level unitarity at high energies. For
example for the WWγ couplings:∆κγ (ŝ) = ∆κγ /(1+ŝ/Λ2)2 andλγ (ŝ) = λγ /(1+ŝ/Λ2)2 where

√
ŝ is the Wγ

invariant mass andΛ sets the energy scale of new physics. For the limits on anomalous TGC’s we use the
convention of quoting 1D 95% confidence limits on one parameter with the others set to their Standard
Model values.

The limits set from CDF and D0 measurements of the WWγ and WWZ TGC’s are summarized in
Table 7. The last two lines in the Table are limits obtained from theW+W− channel under the assumption
that∆κγ = ∆κz andλγ = λz. Based upon the current data sets, the general picture is that the limits on|
∆κ| and|λ | are on the order of 0.2. These limits will improve significantly by combing the constraints
from theWγ, WZ andW+W− channels, and increasing the data sets using the 5f b−1 expected at the
Tevatron.

The current Tevatron studies of the Z Zγ and Zγγ couplings come from D0’s measurements of Zγ

production. Table 8 shows the limits for the CP conserving anomalous coupling parametersh3 andh4

using 1.0f b−1 of data.
Tevatron diboson measurements in some channels are already limited by systematic uncertainties in

lepton/photon identification efficiencies and backgrounds. We discuss below techniques used for these
measurements at the Tevatron and their systematic limitations.
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Table 2: pp̄→W+W− (e e,µµ, e µ)

Data = 95 events from CDF with 0.83f b−1

Background = 38±5 events distributed as (DY 30%, W+jets 30% other 40%)
σ (data) = 13.6± 2.3 (stat)± 1.6 (sys)± 1.2 (lum)pb

Data = 25 events from D0 with 0.25f b−1

Background = 8.1±0.5 events distributed as (DY 30%, W+jets 50% other 20%)
σ (data) = 13.8± 4.1 (stat)± 1.1 (sys)± 0.9 (lum)pb

σ (SM) = 12.4± 0.8 pb

Table 3: pp̄→W±Z (l± ν l+ l−)

Data = 25 events from CDF with 1.9f b−1

Background = 5±0.5 events distributed as (Z+jets/γ 50%, ZZ 30% other 20%)
σ (data) = 4.3± 1.3 (stat)± 0.2 (sys)± 0.3 (lum)pb

Data = 13 events from D0 with 1.0f b−1

Background = 4.5±0.6 events distributed as (Z+jets/γ 60%, ZZ 20% other 20%)
σ (data) = 2.7 + 1.7 - 1.3pb

σ (SM) = 3.7± 0.3 pb

Table 4: pp̄→ Zγ (l+ l− γ)

Data = 968 events from D0 with 1.0f b−1

Background = 117± 12 events (Z+jets 100%)
σ (data) = 4.96± 0.30 (stat + sys)± 0.30 (lum)pb
σ (SM) = 4.7± 0.2 pb

Data = 72 events from CDF with 0.20f b−1

Background = 4.9± 1.1 events (Z+jets 100%)
σ (data) = 4.6± 0.60 (stat + sys)± 0.30 (lum)pb
σ (SM) = 4.5± 0.3 pb
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Table 5: pp̄→Wγ (l± γ)

Data = 323 events from CDF with 0.20f b−1

Background = 114± 21 events (W+jets 100%)
σ (data) = 18.1± 3.1 (stat + sys)± 1.2 (lum)pb
σ (SM) = 19.3± 1.4 pb

Data = 273 events from CDF with 0.16f b−1

Background = 132± 7 events (W+jets 100%)
σ (data) = 14.8± 1.9 (stat + sys)± 1.0 (lum)pb
σ (SM) = 16.0± 0.4 pb

Table 6: pp̄→ ZZ (l+ l− l+ l−)

Data = 1 events from CDF with 1.5f b−1

Background = 0.03 events (100% Z+jets)
σ (data) = 0.75± 0.6 (stat + sys)± .05 (lum)pb

Data = 1 events from D0 with 1.0f b−1

Background = 0.17 events (100% Z+jets)
σ (data)< 4.3 pb

σ (SM) = 1.5± 0.2 pb

Table 7: Anomalous gauge coupling limits for WWγ and WWZ

Coupling limits at 95% C.L. Λ TeV Data Source

WWγ from W±γ -0.88< ∆κγ < 0.96 2 TeV D0 with 0.16f b−1

-0.20< λγ < 0.20
WWZ from W±Z -0.12< ∆κz < 0.29 2 TeV D0 with 1.0f b−1

-0.17< λz < 0.21
-0.82< ∆κz < 1.27 2 TeV CDF with 1.9f b−1

-0.13< λz < 0.14
WWZ = WWγ -0.36< ∆κ < 0.33 1.5 TeV D0 with 0.25f b−1

from W+W− -0.31< λ < 0.33

Table 8: Anomalous gauge coupling limits for ZZγ and Zγγ

Coupling limits at 95% C.L. Λ TeV Data source

ZZγ |hγ

3| < 0.085 1.2 TeV D0 1.0f b−1

|hγ

4| < 0.0054
ZZZ |hZ

3| < 0.082 1.2 TeV
|hZ

4|< 0.0054
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3.1.1 Measuring lepton and photon efficiencies from data

Electron and muon ID efficiencies at the transverse momenta (pT) relevant forW andZ boson decay are
measured reliably using leptons fromZ boson decay. At the Tevatron, high-statistics samples ofZ boson
decays can typically be triggered and identified using only one of the two decay leptons. This leaves the
second lepton unbiased from the point of view of trigger and offline identification. The rate at which
the unbiased lepton passes the trigger and ID requirements provides a measurement of the respective
efficiencies. The measurement can be performed as a function ofpT , though forpT > 60 GeV it tends
to be statistics-limited. Fortunately, the efficiencies at highpT tend to be close to 100% and weakly
pT-dependent.

The lepton efficiency measurement may need to be corrected for the backgrounds present in the
loosely-identified base sample ofZ bosons. The background fraction can be measured using a similarly
selected sample of like-sign leptons, and assuming that backgrounds due to mis-identified leptons are
equally likely to produce pairs of like-sign and opposite-sign leptons. Another method used to measure
mis-identification background in theZ boson sample is to constrain the mass distribution of the back-
ground using a background-dominated sample selected with the inverse of the lepton ID cuts. The mass
distribution of theZ boson candidate sample is then fit with a sum of a simulated signal lineshape and the
background shape. The background normalization is constrained by the sidebands of theZ boson mass
peak.

Photon efficiency measurement is more difficult to perform, since pure high-statistics samples of
photons are not as readily available as leptons. Various techniques have been employed. One method
exploits the similarity between the electromagnetic calorimeter showers produced by electrons and pho-
tons. The electrons fromZ boson decays are used to mimic high-pT photons, and the photon ID cuts are
emulated for electrons and their efficiency measured on the electron sample. The presence of the elec-
tron track is accounted for. To correct for any bias due to differences between electrons and photons, a
detailed detector simulation has sometimes been employed. The simulation is validated and tuned using
the electron efficiency measurements.

A second method for measuring photon ID efficiency has become available as the the statistics of the
data have increased. The sample ofZγ events has become sufficiently large that the final-state radiation
(FSR) sub-sample (photon radiated off a decay lepton) provides a quasi-pure sample of unbiased photons
for efficiency measurement. The FSR sample is selected kinematically by requiring that thell γ three-
body invariant mass lies in theZ boson mass peak. Corrections for the mis-identified photon background
can be made using the like-sign dilepton + photon sample, the anti-lepton + photon sample or the events
in the mass sideband region.

Using these techniques, lepton and photon ID efficiencies have been measured with uncertainties of
about 1%. Typically the lepton ID efficiencies are about 90% and photon ID efficiencies are about 80%.

3.1.2 Measuring backgrounds from data

As indicated in a previous section, the dominant backgrounds to be determined from the data are those
due toW+jets andZ+jets events, where the jet(s) are misidentified as lepton(s) (in the case ofWW, WZ
andZZ measurements in leptonic final states) or a jet is mis-identified as a photon (in the case of theWγ

andZγ measurements with the leptonic decay of the boson).
The technique used to determine these backgrounds is to weight the appropriate base sample con-

taining jets by the mis-identification rate of a jet or jets. The boson + 1 jet and boson + 2 jets samples are
selected from the data, using the signal selection cuts for the boson identification and requiring additional
jets in the applicable kinematic and fiducial region.

Fake rates for leptons are determined from QCD jet samples. In order to avoid a trigger bias, the
candidate jet is either required to havepT sufficiently larger than the trigger threshold, or is required to

14



DRAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/TevatronReview.tex
Last changed on: 2007-12-11 21:23:04 -0500 (Tue, 11 Dec 2007); Revision: 49; Author: Alan Wilson (wilsona) DRAFT

be a sub-leading jet (and therefore a non-trigger jet) in the event. The rate at which candidate jets also
pass the lepton ID cuts is measured as a function of jetpT and jet pseudo-rapidity. The jet-to-lepton
fake rate tends to be about 10−3 in the central rapidity region and can increase to∼ 10−2 in the forward
rapidity region, depending on the selection cuts in the forward region.

The lepton fake rate can have a systematic uncertainty of a factor of 1.5−2, since the fake rate can
vary significantly due to quark vs gluon differences, and due to the semileptonic decays of heavy flavor
and the variation of heavy flavor content. The dependence of the fake rate on the number of jets in the
event and thepT-ranking of the jet gives a measure of these systematic variations.

The measurement of the jet-to-photon fake rate follows the same procedure above, with an additional
caveat. The candidate jet sample contains a significant contamination of prompt photons, which bias
the fake rate to higher values. Therefore the prompt photon fraction of the candidate jet sample has
to be measured from the data, and used to correct the observed jet-to-photon faking probability. The
measurement of the prompt photon fraction is performed on a statistical basis using the differences in
characteristics of fake and prompt photons. Most fake photons originate from hard fragmentation of jets
to a leadingπ0. At low pT , the two photons from theπ0 are sufficiently separated in the electromagnetic
calorimeter to have a discernably wider transverse shower profile compared to single prompt photons.
Prompt photons also tend to be more isolated in energy. At higherpT , the photons fromπ0 decay merge
and other means of statistical separation are employed. The calorimeter preshower detector is used to
detect the photon conversion signal. Knowing the number of radiation lengths of passive material in
front of the preshower, the conversion probability of single prompt photons and theπ0 → γγ pair is
calculated, the latter probability being higher. A variant of the second method employs the fact that
prompt photons tend to have a deeper longitudinal shower profile in the electromagnetic calorimeter than
the fake photons. These differences provides the ability to count the total number of prompt and fake
photons. The measured prompt photon fraction increases from∼ 20% at lowpT to over 80% at highpT ,
which makes the true fake rate more difficult to measure at highpT . In the central rapidity region, where
the full complement of photon ID cuts can be applied, the corrected photon fake rate varies between 10−4

and 10−3, with a systematic uncertainty of order×2.
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4 W+W− production and the W+W−Z0 and W+W−γ couplings

The measurement of theW+W− production cross section at the LHC will provide an important test of the
Standard Model through the study of the charged triple gauge boson couplings, which are a consequence
of the non-abelian structure of the gauge symmetry group,SU(2)L×U(1)Y of the SM [31]. TheW+W−

events produced through the SM process at the LHC are an irreducible background to the Higgs discovery
principal signature proceeding through theW+W− final state. Understanding the SMW+W− production
and ATLAS detection sensitivity to W-pair events is crucial to the Higgs search program at the LHC.

The dominantWW production mechanism at the LHC is shown in Figure 2 by the leading-order
Feynman diagrams through the quark-antiquark initial state.

q

q′′

W

q′ W

q

q̄

Z/γ

W

W

TGC vertex

Figure 2: The Standard Model Tree-level Feynman diagrams forWW production through theqq̄ initial
state in hadron colliders. Thes-channel diagram, on the right, contains theWWZandWWγ trilinear
gauge boson coupling (TGC) vertex in which we are interested.

4.1 W+W− signal and background at the LHC

4.1.1 Production mechanism and cross sections

The s−channel diagram in Figure 2 gives us experimental access to theWWZandWWγ triple gauge
boson couplings. Anomalous couplings could results in an enhanced rate of the W-pair production,
mainly in the highpT region of the vector boson or high mass region of the W-pair distributions.

g
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W
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g
Z/γ
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Figure 3: The Standard Model Feynman diagrams forWW production through gluon-gluon fusion in
hadron colliders. Please note that the Z-exchange triangle diagrams cancel when summed over ’massless’
up- and down-type contributions.

Another non-negligible production mechanism of theWW production at the LHC is gluon-gluon
fusion. The Feynman diagrams are shown in Figure 3. This process contributes an additional∼ 5%
event rate to the totalWW production.

Theoretical calculations of theW+W− production cross section for the quark and the gluon scattering
contributions topp→W+W− → e+νe−ν are given in Table 9. We list the cross sections calculated
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Table 9: Production cross section for the process ofpp→WW→ eνeν at the LHC (
√

s= 14 TeV).
CTEQ6M PDF and W decay branching ratio,Br(W → eν) = 0.108 are used in the calculations.

Process cross section (fb), LO cross section (fb), NLO MC program

qq̄→WW→ eνeν 841±42 1304±65 MCFM (v5.2)
qq̄→WW→ eνeν – 1302±65 MC@NLO (v3.1)
gg→WW→ eνeν 60±3 – gg2ww (v2.4)

by using theMC@LNO(v3.1), MCFM(v5.2), andgg2ww(v2.4) generators, and theCTEQ6M parton-
density-function set. A W leptonic decay branching ratio,Br(W → eν) = 0.108 is also used. The
NLO calculations agree well by using two different programs. We quote 5% uncertainties on the cross
sections. The major contributions of the uncertainties come from the PDF and scaling values used in the
calculations.

4.1.2 Experimental signals and major background

We focus our studies on the pure leptonic decay modes of the W-pair:W+W− → `+ν + `−ν , (` =
e, µ). The total branching ratio for two lepton flavors in final states is 4.32%. The experimentalW−W−

signature in this case is two highPT leptons with opposite charge associated with large missing transverse
energy,/ET , in final states. The other contributions to this final state are considered as the background for
W+W−→ `+`−+ /ET detection. Major background contributions are from the following process:

• tt̄ → W+bW−b→ `+`− + X, where the final states contain the basicW+W− signature plus an
additional two b-jets. This background can be highly suppressed by rejecting events with large jet
energies.

• Z+ jetsandW+ jets, where mis-identified leptons are the major sources of background.

• Drell-Yan (Z/γ → `+`− andW±→ `±ν), where miss-measured missing-transverse-energy would
fake theW+W− signature.

• Wγ andZγ, where aγ mis-identified as an electron mimics the signal.

• WZandZZ, where mis-detected leptons fake missingET , thus mimicking theW+W− signal.

Many of the background processes listed above have much higher cross sections at the LHC than the
W+W−. In order to establish the ATLAS detection sensitivity of theW+W− events, we have generally
included large fully simulated MC background samples in our studies.

Studies ofW+W−→ `τ +X, (` = e, µ, τ) are more complicated than pure electron or muon decay
channels due to the short life-time and rich decay modes of the tau-leptons. In this note, we simply treat
the W tau decay events as background.

4.2 Analysis methods and MC datasets

Two independent analyses were conducted by the Michigan and Belgrade groups. The former is based on
the CBNT(Combined Ntuple) [1] datasets (listed in Table 10 and Table 12). The latter analysis is based
theAOD (ATLAS-Object-Data) based HighPtView [1] ntuples (listed in Table 11). Basic performance
of the ATLAS detector simulations, trigger simulations and reconstruction efficiencies are cross-checked
in detail, and found to be consistent for both analyses. The event selection strategies and methods are
complementary in the two analyses. The Belgrade group employed a straight cuts method while the
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Table 10: Monte Carlo WWsignaldatasets used in the WW analysis. Cross sections are obtained from
MC generators,MC@NLO, andgg2ww. We have used the decay branching ratio,Br(W→ eν) = 0.108.
All the qq̄′ → WW datasets were produced with ATLAS software release 12.0.6.4.gg→ WW event
samples were produced usinggg2ww interfacing toHerwig/Jimmyprogram using ATLAS software
version 12.0.6.5.

Process cross section (fb) Number of events filter efficiency dataset number

qq̄′→WW→ e+νe−ν 1302 20,000 1.0 5921
qq̄′→WW→ µ+νµ−ν 1302 20,000 1.0 5924
qq̄′→WW→ e±νµ∓ν 2604 40,000 1.0 5925, 5922
qq̄′→WW→ τ+ντ−ν 1302 20,000 1.0 5927
qq̄′→WW→ e±ντ∓ν 2604 40,000 1.0 5928, 5923
qq̄′→WW→ µ±ντ∓ν 2604 40,000 1.0 5926, 5929
gg→WW→ e+νe−ν 60.0 20,000 0.96 2821
gg→WW→ µ+νµ−ν 60.0 20,000 0.96 2824
gg→WW→ e±νµ∓ν 120.0 20,000 0.96 2822, 2828

Michigan group used both straight cuts andBoosted−Decision− Treestechnique. In this note we
provide a detailed description of the analysis with straight cuts by Belgrade group and the analysis
with Boosted−Decision−Treesby the Michigan group. For cross-check purposes, we also provide
Michigan’s analysis results using the straight-cuts method in the appendix.

Table 10 lists the ATLAS CSC program producedW+W− MC data-sets. The production through
qq̄′ is generated using theMC@NLO(v3.1) program (interfaced toHERWIG/JIMMY for hadronization
and underlying events), and thegg→ W+W− is generated using thegg2WW(v2.4) program. Sub-
processes, cross sections and number of events produced are given in the table. If a pre-filter is used,
the filter-efficiency is also given. Final results of this CSC note have used CSC samples produced with
software release version 12.0.6.4. The CSCAODMC datasets used inW+W− event selections are listed
in Table 11. It shows relevant information for the used process, ATLAS MC CSC dataset numbers, cross
sections, generator filters (summary of cuts applied at the generator level), filters efficiencies, K-factor for
LO cross section corrections, the number of analyzed events and the equivalent integrated luminosities
in fb−1 . One should notice that theW + jets andZ + jets samples are not listed in Table 11 for the
AOD based analysis, this is because no events from over 1.1 MillionZ/W + jetsMC events have been
selected into our final sample. Since the cross sections of theW/Z + jets are very large, potentially,
those events could contaminate the WW signature. Based on Tevatron experience and theWW analysis
based onCBNT datasets, which has used about 20 MillionZ/W + jets events, we estimate that the
W/Z + jets processes could contribute additional 10-15% background. We list in Table 12 theCBNT
MC background datasets used in theW+W− analysis. This table gives the physics final states from the
pp-collisions; the CSC MC production dataset ID’s; the total cross sections (for

√
s= 14 TeV); the ratio,

K, which is defined asσNLO/σMC; and the decay branching ratio for the corresponding MC final states.
The last column gives the total simulated MC events in each process. All the processes in the list are
forcedW andZ leptonic delays.

4.3 Physics objects reconstruction and lepton ID efficiencies

The major physics objects used inW+W− → `+ν`−ν analysis are electrons, muons, missingET (/ET),
and hadronic jets. We describe briefly the object reconstruction and identification process using the MC
datasets produced by the ATLAS software programs,ATHENA[1].
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Table 11: TheAODData-sets (v12.0.6.) used inW+W− analysis.

Dataset Process σ Generator Cuts Filter K Number L
ID (pb) Eff. of events fb−1

5921 WW→ ee 1.30 1 1 19900 15.3
5924 WW→ µµ 1.30 1 1 17250 13.3

5922/25 WW→ eµ 2.60 1 1 39850 15.3

5923/28 WW→ eτ 2.60 1 1 39750 15.3
5926/29 WW→ µτ 2.60 1 1 40000 15.4

5927 WW→ ττ 1.30 1 1 19950 15.3
5200 tt̄ 833 no all hadronic channels 0.54 1 567600 1.3
5144 Z/γ∗→ ee 1656 Mee> 60 GeV 0.86 1.22 670000 0.47

1e pT > 10 GeV,|η |< 2.7
5145 Z/γ∗→ µµ 1656 Mµµ > 60 GeV 0.88 1.22 199850 0.14

1µ pT > 10 GeV,|η |< 2.7
5146 Z/γ∗→ ττ 1656 Mττ > 60 GeV 0.047 1.22 175500 2.2

1eor 1µ pT > 5 GeV,|η |< 2.7
5941 W+Z→ lν ll 29.4 eor µ 0.015 1 49700 112.7
5971 W−Z→ lν ll 18.4 eor µ 0.015 1 49750 180.2
5981 ZZ→ ll νν 0.33 2e, (2µ) 0.67 1.2 7950 36.0

pT > 5GeV,|η |< 2.7

4.3.1 Electron identification and selection efficiency

Electrons are reconstructed and identified with the’egamma’identification algorithm. An electron can-
didate must satisfy the quality criteria [1] and kinematic cuts. Quality criteria comprise calorimeter and
track quality cuts, as well as spatial matching and anE/p (energy/momentum) cut. If an identification
cut is not passed, then a bit is set in a 32-bit variable, called theIsEM flag (IsEM = 0 means that all cuts
are passed, while IsEM&bitmask = 0 means that only certain parts of the identification criteria are passed
[1]). Here we use IsEM &0×7FF= 0, meaning that all the cuts but the TRT are passed. The rapidity
coverage for electron identification is|η | < 2.5. Also, the electrons in the two barrel/endcap transition
regions 1.35< |η |< 1.57 are excluded.

It is also required that electrons are isolated. The requirement helps to discriminate the electrons from
WW decays from electrons in processes having a large hadron activity (such astt̄). This is illustrated
in Fig. 4 where the distributions of theET in a cone of∆R = 0.45 around the electron candidates
are presented for WW,tt̄ and Drell-Yan processes. An electron candidate is considered isolated if the
transverse energyET deposited in a cone∆R =

√
η2 +φ2 of radius 0.45 around the candidate is less

than 8 GeV.
Figure 5 shows the identification efficiency for isolated electrons as a function ofpT (left plot) and

η (right plot). This efficiency is calculated as a fraction of true electrons, within (pT , η) acceptance,
having a good match (∆R< 0.02) with reconstructed ones. There is a drop of the efficiency in lowpT

region, and a slow decrease in highpT region. The latter is stronger if the isolation criterion is tighter
(i.e. ET < 5 GeV for∆R= 0.45). Theη dependence shows that electron efficiency is lower in endcap
regions. The averaged reconstruction efficiency for such an electron, is(64.1±0.3)% i.e. 68.6% before
isolation.
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Table 12: MC background samples for WW analysis. The first column indicates the physics final states
from the pp-collisions. The second column gives the ATLAS MC production dataset IDs. The third
collage gives the total cross section (

√
s= 14 TeV). The fourth column gives the ratio,K which is defined

asσNLO/σMC. If the MC cross section is given based on NLO calculations, theK equals 1, otherwise,
it is the ratio ofσNLO/σLO. All the processes in the list are forcedW andZ leptonic delays. The fifth
column gives the decay branching ratio for the corresponding MC final states. The last column gives the
total simulated MC events in each process.tt̄, W±Z andZZ were produced with software release version
12.0.6.4, the rest samples were produced using version 11.0.42.

Process dataset # σTotal (fb) K MC Br Nmc

W+Z→ `+ν`+`− 5941 0.2940E+05 1.0 0.0144 27000
W−Z→ `−ν`+`− 5971 0.1840E+05 1.0 0.0144 17700

tt̄ → `+X 5200 0.8330E+06 1.0 0.5550 688400

ZZ→ `+`−`+`− 5931 0.1480E+05 1.0 0.0045 36400

Drell-Yan(`+`1)(30 GeV< M < 81 GeV) 4295 0.4220E+07 1.3 0.1010 599000
Drell-Yan(`+`−)(81 GeV< M < 100 GeV) 4296 0.4610E+08 1.3 0.1010 499000
Drell-Yan(`+`−)(M > 100 GeV) 4297 0.1750E+07 1.3 0.1010 493000

W → eν 4281 0.1580E+09 1.3 0.1072 2494958
W → µν 4280 0.1580E+09 1.3 0.1072 1998396
W → τν 4282 0.1580E+09 1.3 0.1072 2493808

W+JET (E j
T : 10−20 GeV) 4285 0.4350E+08 1.3 0.3216 400000

W+JET (E j
T : 20−40 GeV) 4286 0.2680E+08 1.3 0.3216 303000

W+JET (E j
T : 40−80 GeV) 4287 0.1180E+08 1.3 0.3216 300000

W+JET (E j
T : 80−120 GeV) 4288 0.2160E+07 1.3 0.3216 299000

W+JET (E j
T > 120 GeV) 4289 0.9080E+06 1.3 0.3216 296000

Z(ee)+JET (E j
T : 10−20 GeV) 4270 0.1360E+08 1.3 0.0336 597281

Z(ee)+JET (E j
T : 20−40 GeV) 4271 0.8670E+07 1.3 0.0336 398697

Z(ee)+JET (E j
T : 40−80 GeV) 4272 0.4120E+07 1.3 0.0336 397524

Z(ee)+JET (E j
T : 80−120 GeV) 4273 0.8270E+06 1.3 0.0336 397009

Z(ee)+JET (E j
T > 120 GeV) 4274 0.3830E+06 1.3 0.0336 198652

Z(µµ)+JET (E j
T : 10−20 GeV) 4290 0.1360E+08 1.3 0.0336 597413

Z(µµ)+JET (E j
T : 20−40 GeV) 4291 0.8670E+07 1.3 0.0336 396793

Z(µµ)+JET (E j
T : 40−80 GeV) 4292 0.4120E+07 1.3 0.0336 776793

Z(µµ)+JET (E j
T : 80−120 GeV) 4293 0.8270E+06 1.3 0.0336 396856

Z(µµ)+JET (E j
T > 120 GeV) 4294 0.3830E+06 1.3 0.0336 194832

Z(ττ)+JET (E j
T : 10−20 GeV) 4275 0.1360E+08 1.3 0.0336 598783

Z(ττ)+JET (E j
T : 20−40 GeV) 4276 0.8670E+07 1.3 0.0336 399076

Z(ττ)+JET (E j
T : 40−80 GeV) 4277 0.4120E+07 1.3 0.0336 398972

Z(ττ)+JET (E j
T : 80−120 GeV) 4278 0.8270E+06 1.3 0.0336 396671

Z(ττ)+JET (E j
T > 120 GeV) 4279 0.3830E+06 1.3 0.0336 199046

W(`ν)γ 4195 0.1420E+07 2.5 0.2144 1996438
W(τν)γ 4198 0.1420E+07 2.5 0.1072 687999

Z(``)γ 4190 0.8910E+06 1.3 0.0672 149742
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Figure 4: Transverse energy deposited in a cone∆R= 0.45 around the electrons (left) and muons (right).
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Figure 6: Jet multiplicity distribution inWW, tt̄ andZ/γ leptonic decay processes. Jets are reconstructed
with an 0.7 cone,|η |< 3, andET > 20 GeV.

4.3.2 Muon reconstruction and identification efficiency

Muons are identified and reconstructed with thestacoalgorithm [1]. Stacoassociates a track found in
the Muon Spectrometer with the corresponding Inner Detector track, and takes proper corrections for
energy loss in calorimeter. The combined muon detection rapidity coverage is|η | < 2.5. Minimum PT

of reconstructed muon track is 5 GeV. The muon is considered to be isolated if the transverse energy,
in a cone∆R< 0.45, is less than 5 GeV. A tighter isolation criterion compared to the electron is used,
since theET distribution in a cone∆R= 0.45 around the muon candidate is narrower than for electron
candidate as illustrated in Fig.4. The muon reconstruction efficiencies as a function ofpT andη are
shown in Fig. 5 (black circles). In contrast to electrons, no dependence on the muonpT is observed.
The cracks atη = 0 and the barrel-endcap transition region (1.0 < |η |< 1.4) are visible. The averaged
reconstruction efficiency for such a muon, is(88.3±0.2)% and 94.9 % before the isolation cut. Muons
have a much higher reconstruction and identification efficiency than electrons.

4.3.3 Jets

The jets are reconstructed using the fixed-cone jet algorithm [1]. The cone size used in this analysis is
0.7. AdditionallyE jet

T > 20 GeV and|η | < 3 is required. In ATLAS Athena software release 12.0.4
(and higher) the jet seed threshold on the transverse energy in a tower is set toEs = 1 GeV, and the final
energy cut on a jet isEt > 7 GeV. With this cut the minimum measurable jetEt should be 20 GeV [1].
In spite of this, we usedp jet

T > 20 GeV, since minimum measurableET is important for an efficienttt̄
suppression when applying jet veto. The power of the jet-veto cut to removett̄ events is illustrated in
Fig. 6. This figure shows the multiplicity of jets withE jet

T > 20, andE jet
T > 30 GeV, forWW, tt̄ andZ

events with two reconstructed leptons.

4.3.4 Missing transverse energy

Missing transverse energy,/ET , is calculated from the energy deposited in all calorimeter cells and from
muons (/ET EtMissRefFinal [1]). A correction is applied for the energy lost in the cryostat./ET is
also calculated from truth particles for comparison (/ET EtMissTruth). Truth and reconstructed/ET is
compared shown in Fig. 7 for WW and Drell-Yan events in theeeandµµ channels. In events with real
/ET (such asWW or tt̄) agreement between truth and reconstructed/ET is fair while for the Drell-Yan
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process a significant deviation from truth distribution appears inµµ channel where a large/ET tail exists.
The resolution of/ET , calculated as the difference between truth and reconstructed/ET is shown in Fig. 8.
ForWW events, the/ET resolution is about 6.5 GeV.
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Figure 7: Comparison of truth and reconstructedEmiss
T in theeeandµµ channels for WW and Drell-Yan

processes.

4.3.5 Trigger Selection and Efficiency

The ATLAS trigger consists of three levels of event selection: Level-1 (L1) Level-2 (L2) and event
filter(EF). The L2 and EF together form the High-Level Trigger (HLT). According to the present physics
trigger menu [1] theW+W− events are required to pass one of the following High-Level Trigger (HLT)
paths: single isolated electron, e25i (L1EM25 at L1), or single muon, mu20 (L1MU20 or L1 MU40 at
L1) trigger.

Table 13 shows the L1 and HLT trigger efficiencies for WW events with two opposite sign isolated
leptons, withpT > 20 GeV,| η |< 2.5. The overall trigger efficiency in events with two isolated leptons is
∼ 98% inee,∼ 96% inµµ and∼ 97%eµ channel. The L1 muon trigger has somewhat lower efficiency
due to losses in the ATLAS feet region.
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µµ.
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Table 13: L1 and HLT trigger efficiencies in (%) forWW→ ee, WW→ µµ andWW→ eµ events with
two opposite sign isolated leptons (pT > 20 GeV,| η |< 2.5)

1e25i 1mu20 1e25i or 1mu20
WW L1 L1&HLT L1 L1&HLT L1 L1&HLT

ee 100 98.2 0 0 100 98.2
µµ 13.5 0 98.4 95.9 98.5 95.9
eµ 99.7 87.9 85.3 79.3 100 97.4

4.4 W+W−→ `+ν`−ν analysis with straight cuts

Object reconstructed outputs (AOD) and HighPtView ntuple derived from AOD are used in this analysis.
TheAODprovides uniform access to the reconstructed particles (kinematics, identification variables etc.)
while theHighPtViewset of analysis tools removes overlaps and provides particle pre-selection. In the
pre-selection, the electrons are inserted first, followed by muons and particle jets. Overlaps between the
electron and particle jet are removed using∆R=0.2.

4.4.1 Event Selection

TheW+W− selection consists of two steps. In the first step, the basic kinematic selection cuts are applied.
These cuts reject the events with topology clearly distinct from the signal topology and significantly
suppress main background processestt̄ andZ/γ. In the second step, an additional event topology cut is
applied and the signal to background ratio is further improved. Two options for this additional cut are
considered and, together with the same basic kinematic cuts, labeled as Selection-A and Selection-B.
The set of cuts for the Selection-A and Selection-B are presented in Table 14.

Table 14: Summary of theW+W− selection cuts. Two options (Selection-A and Selection-B) for the
W+W− selection are considered.

Selection-A Selection-B
Basic cuts Basic cuts

Cut 1 Lepton cut:pl
T > 20 GeV,| η |< 2.5 Lepton cut:pl

T > 20 GeV,| η |< 2.5
Cut 2 Jet veto:p jet

T > 20 GeV,| η |< 3. Jet veto:p jet
T > 20 GeV,| η |< 3.

Cut 3 Emiss
T > 50 GeV Emiss

T > 50 GeV
Cut 4 MZ veto: |MZ−m(l+l−)| > 15 GeV MZ veto: |MZ−m(l+l−)| > 15 GeV

Additional cut Additional cut
Cut 5 φ(l+l−) < 2 rad Φ(pl+l−

T ,Emiss
T ) > 1750

Cut 1, or the lepton cut, requires two isolated leptons with opposite sign,pl
T > 20 GeV,| η |< 2.5.

This cut is consistent with the ATLAS trigger system and provides that all the isolated leptons originate
from W bosons decay.

Cut 2 is a jet veto. It rejects events with any jet (p jets
T > 20 GeV) in the rapidity region,| η |< 3.

This cut is efficient intt̄ suppression (Fig. 6) since it contains one or two energeticb jets in addition to
theW+W− signature.

Cut 3 requires/ET > 50 GeV. The large cut on/ET is chosen to reduce potential background arising
from the event pileup and the processes in which particles outside the detection rapidity range, contribute
to the/ET . This cut particularly reduces the contributions from theZ/γ events (Fig. 9).
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Figure 9: Emiss
T , and lepton invariant mass distributions forW+W−, tt̄ andZ/γ (Triggered events with

lepton cut.

Cut 4 is theMZ veto and it rejects events in which`+`− pair originates from aZ boson decay. This
cut significantly reduces the contributions from theZ and theZZ events (Fig. 9).

The effects of basic kinematic cuts on signal and main background processes are presented in Tables
15, 16 and 17 foree, µµ andeµ channels, respectively. These Tables summarize the number of expected
events after each selection cut, for an integrated luminosity of 1 fb−1, and the relative efficiency with
respect to the previous cut (in parenthesis). One can see that the cut efficiencies foree, µµ and eµ

channels are similar for signal and all backgrounds. An exception is the lepton cut due to difference
in electron/muon reconstruction efficiencies. After the basic cuts, the signal is visible inee and eµ

channels with a signal to background ratioS/B≈ 3−4. However, these basic cuts are insufficient for
the µµ channel, where the signal to background ratio is less than 0.4. This is due to a largeEmiss

T tail
in theZ/γ events. The signal to background ratio can be further improved by applying additionalCut 5
Selection-A,φ`` < 2 rad, whereφ`` is the angle between transverse momenta of two leptons; orCut 5
Selection-B,Φ(p`+,`−

T ,pmiss
T ) < 1750, whereΦ is the angle between transverse momentum of the lepton

pair, and the missing transverse momentum. Figure 10 shows theφ`` and theΦ distributions for bothee
andµµ channels. We see that both cuts are efficient in further suppression ofZ/γ in µµ channel as well
asWW→ τ` andZ→ ττ processes.

4.4.2 W+W− selection results based on straight cut analysis

Table 18 gives a summary of the signal efficiencies, the expected number of signal and background events
for an integrated luminosity of 1 fb−1, and signal to background ratios for Selection-A and Selection-B.
The efficiencies comprise acceptance and trigger, reconstruction and selection efficiencies. The contribu-
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T ) distributions forW+W−, tt̄ andZ/γ.

Table 15: Cut flow and expected number of events for L=1f b−1 in theeechannel for signal and main
background processes. The relative efficiency with respect to the previous cut is given in parentheses.
The errors shown are statistical or 90% CL in the case of insufficient statistics.

WW tt̄ Z→ ee W±Z ZZ WW→ lτ Z→ ττ

2 O.S. lep. 219.3 2363.0 340880 74.4 35.2 27.6 885.0
(16.9%) (0.5%) (19.7%) (10.4%) (13.3%) (0.4%) (0.9%)

Jet veto 107.0 7.6 186840 24.1 18.0 10.3 470.0
(48.8%) (0.3%) (54.8%) (32.4%) (51.1%) (37.3%) (53.1%)

/ET 32.0 2.5 < 199 7.8 7.5 3.0 2.4
(30.0%) (32.9%) - (32.4%) (41.7%) (29.1%) (0.5%)

MZ veto 25.9 2.5 - 0.6 0.3 2.1 1.6
(80.9%) (100%) - (7.7%) (4.8%) (70%) (67%)

φll < 2 rad 17.8 < 1.9 - 0.3 0.3 0.9 < 1.8
Selection-A (68.7%) - - (43%) (86.1%) (42.9%) -
trigger 17.4±1.1 - - 0.3±0.1 0.3±0.1 0.8±0.3 -

(97.8%) - - (100%) (100%) (97%) -

Φ(pll
T , 6 pT) 12.3 < 1.9 - 0.1 0.2 0.9 1.6

Selection-B (47.5%) - - (14.3%) (88.0%) (43%) (100%)
trigger 12.0±0.9 - - 0.1±0.01 0.2±0.1 0.9±0.3 1.6±1.1

(97.6%) - - (100%) (100%) (100%) (100%)
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Table 16: Cut flow and expected number of events for L=1f b−1 in theµµ channel for signal and main
background processes. The relative efficiency with respect to the previous cut is given in parentheses.
The errors shown are statistical or 90% CL in the case of insufficient statistics.

WW tt̄ Z→ µµ W±Z ZZ WW→ lτ Z→ ττ

2 O.S. lep. 451.1 4456 661234 120.7 72.5 66.7 1987
(34.7%) (0.99%) (36.8%) (16.8%) (27.4%) (1.0%) (2.1%)

Jet veto 203.6 10.9 350702 39.0 37.3 29.9 1000
(45.1%) (0.2%) (53.0%) (32.3%) (51.5%) (44.8%) (50.3%)

/ET 69.3 5.9 863.7 13.9 15.6 7.0 6.6
(34.0%) (53.8%) (0.2%) (35.6%) (41.9%) (23.5%) (0.6%)

MZ veto 55.4 5.1 197.9 2.5 1.6 5.2 5.0
(80.0%) (86%) (23.0%) (18.0%) (10.5%) (74.1%) (75.0%)

φll < 2 rad 39.0 4.2 < 20.7 1.7 1.4 2.9 0.8
Selection-A (70.3%) (83.3%) - (68%) (88.8%) (55.0%) (83.3%)
trigger 36.4±2.2 4.2±1.9 - 1.6±0.1 1.3±0.3 2.8±0.6 0.8±0.8

(93.3%) (100%) - (94.5%) (95.6%) (95.5%) (100%)

Φ(pll
T , 6 pT) 26.9 0.8 < 20.7 1.2 1.1 1.8 < 1.8

Selection-B (48.6%) (17%) - (48%) (71.4%) (35.0%) -
trigger 25.5±1.8 0.8±0.8 - 1.1±0.1 1.1±0.1 1.8±0.5 -

(94.8%) (100%) - (93.5%) (95.0%) (100%) -

tion of gg→WW events is shown in separate columns and yields 4-7% depending whether Selection-A
or Selection-B is applied. With a relatively simple set of selection cuts we can extract 2% of the total
number of produced WW events in electron/muon channels, which amounts to 104 events for an in-
tegrated luminosity of 1 fb−1. The total background is estimated to be 19, although it has still large
uncertainty from limited statistics of MC samples. After all the cuts a significant contribution originates
from WW→ τ` in the remaining background.

The resulting (signal plus background)pT(l) and pT(ll ) distributions, for an integrated luminosity
of 1 fb−1, are shown in Figure 11 and Figure 12. The contributions of various backgrounds are shown
as shaded histograms. Although the overall signal efficiency is higher after Selection-A, this selection
strongly reduces highpT region of leptons and lepton pairs and therefore strongly reduces sensitivity for
TGCs measurements.

ThepT distribution of the leptons obtained after selection ”B” is used to estimate limits on anomalous
WWZandWWγ couplings. The method used to obtain limits when only one parameter of theWWZand
WWγ couplings is varied is described in more detail in Appendix E. Table 72 summarizes the 95% C.L.
limits obtained when only one parameter of theWWZandWWγ couplings is varied. From the Table
72 we can see that with increasing integrated luminosity from 1 to 30 fb−1 limits will be improved and
precise investigation of TGC will be possible with the first 10fb−1 of LHC data.

4.5 W+W− analysis using Boosted-Decision-Trees technique

In order to optimize diboson detection efficiencies, we used an advanced data analysis technique,Boosted
Decision Trees(BDT), to select events in multi-variable space. Details of this technique can be found in
the references [3]. A brief description of theBDT method is provided as an appendix to this note. In the
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Table 17: Cut flow and expected number of events for L=1f b−1 in theeµ channel for signal and main
background processes. The relative efficiency with respect to the previous cut is given in parenthesis.
The errors shown are statistical or 90% CL in the case of insufficient statistics.

WW tt̄ W±Z WW→ lτ Z→ ττ

2 O.S. lep. 620.9 6507.1 36.8 90.3 2544
(23.9%) (1.4%) (5.1%) (0.2%) (2.7%)

Jet veto 291.8 11.8 9.2 42.7 1428
(47.0%) (0.2%) (25.0%) (47.3%) (56.1%)

/ET 93.5 7.5 3.6 12.4 4.1
(32.0%) (63.9%) (39.1%) (29.0%) (0.3%)

MZ veto 74.4 5.9 2.8 9.7 1.6
(79.5%) (78%) (77.7%) (78.2%) (40%)

φll < 2 rad 51.9 < 1.9 1.6 4.9 0.8
Selection-A (69.8%) - (57.4%) (55.0%) (50%)
trigger 50.6±1.8 - 1.6±0.1 4.8±0.9 0.8±0.8

(97.5%) - (96.1%) (95.5%) (100%)

Φ(pll
T , 6 pT) 35.9 1.7 0.8 5.0 < 1.8

Selection-B (48.3%) (28%) (28.3%) (51.5%) -
trigger 35.3±1.5 1.7±1.2 0.7±0.1 5.0±0.3 -

(98.3%) (100%) (94.5%) (95.0%) -

Table 18: Yield of the WW selection for an integrated luminosity of 1fb−1. The errors shown are
statistical only

Selection-A

efficiency NWW Ntotalbkg. S/B
gg→WW q̄q→WW gg→WW q̄q→WW

ee 2.1% 1.33% 1.25±0.05 17.4± 1.1 1.4±0.3 13.3±3.0
µµ 4.1% 2.80% 2.43±0.08 36.4± 2.2 10.7± 2.1 3.6± 0.8
eµ 2.8% 1.94% 3.33±0.13 50.6± 1.8 7.2± 1.2 7.5± 1.3

ll 3.0% 2.00% 7.00±0.16 104.4±2.4 19.3±2.4 5.8± 0.8
Selection-B

efficiency NWW Ntotalbkg. S/B
gg→WW q̄q→WW gg→WW q̄q→WW

ee 0.94% 0.92% 0.6±0.04 12.0± 0.9 2.8± 1.2 4.5± 1.9
µµ 2.1% 1.96% 1.1±0.03 25.5± 1.8 4.8±1.0 5.5±1.2
eµ 1.3% 1.36% 1.54± 0.09 35.3± 1.5 7.4± 1.3 5.0± 0.9

ll 1.4% 1.40% 3.24±0.10 72.8±2.5 15.0± 2.0 5.1± 0.8
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Figure 11: Transverse momentum distributions of leptons after applying kinematic cuts from Selection-
A (left) and Selection-B (right).The distributions are shown for sum of signal and various backgrounds,
and for separated backgrounds for L=1 fb−1.
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Figure 12: Transverse momentum distributions of lepton pairs after applying kinematic cuts from
Selection-A (left) and Selection-B (right). The distributions are shown for sum of signal and various
backgrounds, and for separated backgrounds for L=1 fb−1.
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W+W− analysis, we have used a one thousand decision trees program, wherein tree has 20nodesthat
are used to separate signal from background based on the input variables. The input data for theBDT
analysis must first pass the following event pre-selection criteria:

• Two, opposite charged, highpT leptons (e+e−, e±µ∓, or µ+µ−). The transverse momentum
threshold for each lepton is 10 GeV.

• /ET > 15 GeV.

The pre-selected MC samples are divided into two equal parts, sample A and B, where sample A is used
for BDT training and B to test performance, or vice versa. The results quoted in our analysis are based
on the test sample performance.

4.5.1 Input variables for BDT training

We list below the variables forW±W∓→ e±νµ∓ν analysis. The variables used forW+W−→ `+ν`−ν ,
(` = e, µ) analysis are similar. A total 15 variables, listed below, are carefully selected for theBDT
training and testing. The distributions of these variables are shown in Figure 13. The normalizations of
the distributions are arbitrary.

• Pt(µ) – the muon transverse momentum.

• SumPt in cone=0.4(µ) – muon isolation variable, the sum of trackpT around the muon track in a
cone,∆R=

√
∆φ2 +∆η2 < 0.4.

• E(e)/P(e) – the ratio of the electron energy measured in EM calorimetry and the momentum mea-
sured in inner tracker.

• scalar sumEt(l)+Jets – sum of the total visible transverse energies from the leptons and the jets in
an event.

• Total recoilEt – total recoil transverse energy in an event.

• Vector sumEt(l)+/ET – is the vector-sum of the hadronic energy calculated from lepton and Missing
ET from a formula:|∑i(~ET(lepton)i)+ ~MissingET |.

• /ET/
√

(Vector−sum(l ,Jets)) – is the missingET over square-root of the total visible transverse
energy.

• NJets(Et > 30 GeV) – is number of jet (with jetET greater than 30 GeV).

• ∆φ(e,µ) – is the dileptonφ angle difference.

• Pt(e+ µ) – is the dilepton system transverse momentum.

• Inv. mass(e,µ) – is the invariant mass of the di-lepton in final state.

• Trans. mass(WW) – is the transverse mass of the W-pair based on lepton and missingET variables.

• ∆φ(eµ, /ET) – is the minimum∆φ between the missingET and the leptons.

• ∆Z(e,µ) – is the vertex Z difference between two final state leptons

• ∆A(e,µ) – is the vertex impact parameter difference between two final state leptons

The MC samples for signal and background for the BDT training are listed in Table 19, which lists
the MC processes, the eventweight in the BDT training, the pre-selection efficiencies, the number of
events passing the pre-selection, and the expected number of pre-selected events corresponding to 1
f b−1 integrated luminosity.
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Table 19: List of the MC samples forW+W− BDT analysis and their rate of selection by theW±W∓→
e±νµ∓ν pre-cuts.Nprecut,MC is the number of events selected from the MC dataset andNprecut,1/ f b is
the equivalent number selected for an integrated luminosity of 1 fb−1 . The initial trainingweightsfor
different events are given in the second column of the table. The weight is the scale factor between
number of events in the pre-selected dataset to the expected number of events in 1 fb−1 of data, so
NMC×Weight= N1/ f b.

MC Process Weight Effprecut Nprecut,MC Nprecut,1/ f b

W+W−→ e+νµ−ν 0.0289 0.388 18233 527.0
W+W−→ µ+νe−ν 0.0283 0.392 18813 532.9

W+Z→ `+ν`+`− 0.0196 0.178 4815 94.3
W−Z→ `−ν`+`− 0.0171 0.200 3537 60.4

tt̄ → `+X 0.6119 0.0332 22849 13981.7

ZZ→ `+`−`+`− 0.0023 0.147 5341 12.5

Drell-Yan(`+`−)(30 GeV< M < 81 GeV) 0.9250 0.000267 160 148.0
Drell-Yan(`+`−)(81 GeV< M < 100 GeV) 12.1301 0.00129 649 7872.4
Drell-Yan(`+`−)(M > 100 GeV) 0.4661 0.00232 1145 533.7

W → eν 8.8254 0.000110 274 2418.1
W → µν 11.0183 0.000152 304 3349.6
W → τν 8.8294 0.0000212 53 468.0

W+JET (E j
T : 10−20 GeV) 45.4662 0.000085 34 1545.9

W+JET (E j
T : 20−40 GeV) 36.9787 0.000238 72 2662.5

W+JET (E j
T : 40−80 GeV) 16.4445 0.00041 123 2022.7

W+JET (E j
T : 80−120 GeV) 3.0202 0.000378 113 341.3

W+JET (E j
T > 120 GeV) 1.2825 0.000287 85 109.0

Z(ee)+JET (E j
T : 10−20 GeV) 0.9946 0.000206 123 122.3

Z(ee)+JET (E j
T : 20−40 GeV) 0.9499 0.000554 221 209.9

Z(ee)+JET (E j
T : 40−80 GeV) 0.4527 0.00118 468 211.9

Z(ee)+JET (E j
T : 80−120 GeV) 0.0910 0.00103 408 37.1

Z(ee)+JET (E j
T > 120 GeV) 0.0842 0.000790 157 13.2

Z(µµ)+JET (E j
T : 10−20 GeV) 0.9944 0.000822 491 488.2

Z(µµ)+JET (E j
T : 20−40 GeV) 0.9544 0.00123 489 466.7

Z(µµ)+JET (E j
T : 40−80 GeV) 0.2317 0.00176 1365 316.2

Z(µµ)+JET (E j
T : 80−120 GeV) 0.0910 0.00205 813 74.0

Z(µµ)+JET (E j
T > 120 GeV) 0.0859 0.00327 638 54.8

Z(ττ)+JET (E j
T : 10−20 GeV) 0.9921 0.00314 1883 1868.1

Z(ττ)+JET (E j
T : 20−40 GeV) 0.9490 0.00423 1688 1601.8

Z(ττ)+JET (E j
T : 40−80 GeV) 0.4511 0.00623 2487 1121.8

Z(ττ)+JET (E j
T : 80−120 GeV) 0.0911 0.00903 3582 326.2

Z(ττ)+JET (E j
T > 120 GeV) 0.0840 0.0150 2984 250.8

W(`ν)γ 0.1525 0.000231 462 70.5
W(τν)γ 0.2213 0.0000436 30 6.6

Z(``)γ 0.5998 0.000347 52 31.2
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Figure 13: Distributions of the BDT training input variables forW±W∓ → e±νµ∓ν analysis. Red
histograms are forW+W− signal, and the blue are for all the background.

4.5.2 The outputs of theBDT analysis

TheBDT-output for each event is a sum of thescoresover all the decision-trees. If an event is classified
as asignal in a tree, the score from that tree for this event is +1; otherwise, -1. Thus, a high score means
the event is most likely signal, and a low score, most likely background. TheBDT output spectra for
signal and background from the statistically independent testing samples are shown in Figure 14. The
red histogram (in the positive score side) is theW+W− eventsBDT output distribution, and the blue
histogram (in the negative score side) is the overall backgroundBDT output distribution.

We use theBDT output as our ’discriminator’ to separate signal from background by applying a
cut on the BDT-output spectrum. Table 20 presents the detection sensitivities forWW→ e±νµ∓ν with
variousBDT output cuts. For a total integrated luminosity of 1 fb−1 , we list the selected number of signal
events (NWW), the background (Nbkg.) events, the corresponding signal efficiency (EffWW), and signal to
background ratio (NWW/Nbkg). In the last row are the expected numbers of signal and background events
for 1 fb−1 using straight cuts analysis. Detailed selection criteria for this straight cuts analysis are given
in appendix. events that are available in theCBNTs than the analysis presented in section of ’Results
based on straight cut analysis’.

The overallBDT selection efficiency is about 15% for aBDT cut greater than 200. The signal to
background ratio is 5.2. With the straight cuts analysis, the overall signal selection efficiency is 6.5%
with a signal to background ratio of 2.

TheBDT has also been applied togg→W+W−→ `+ν`−ν events. The overall selection efficiency
is less than 5%. Thus, the total contribution to theW+W− events from the gluon-gluon fusion process is
expected to be less than 2%.

Background contributions from different SM processes fore±µ∓ + /ET signature are listed in Ta-
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Figure 14: Distributions of theBDT-output spectra. Red histogram is for WW signal events, and the
blue, is for all the background.

Table 20:WW→ eµ + /ET detection sensitivities in terms of accepted signal and background events for
1 fb−1 luminosity. Results from the BDT analysis applied with different BDT cuts are compared to that
with the straight cut analysis. The BDT and straight-cut efficiencies are relative to the pre-cut output.
Thus, the overall WW detection efficiency based on straight-cut analysis is 6.5% (0.385×0.168), and for
BDT based analysis is about 15% for a BDT cut at 200. The contribution from tau decays of a W is not
included in these results. See Table 21 for the contributions from tau final states as well as a breakdown
of the background for a BDT cut at 200.

Cut EffWW(%) NWW→eνµν Nbkg. NWW/Nbkg.

Pre-cuts 38.5 1059.9 42884 0.025

BDT ≥ 200 39.6 419.9± 3.5 80.8± 6.0 5.2
BDT ≥ 220 34.9 370.3± 3.3 50.0± 4.4 7.4
BDT ≥ 250 27.4 290.3± 2.9 25.4± 2.9 11.5
BDT ≥ 270 22.3 236.5± 2.6 19.0± 2.5 12.4
BDT ≥ 290 17.3 183.7± 2.3 10.6± 1.7 17.3
BDT ≥ 300 14.8 156.5± 2.1 8.3± 1.5 18.7

Straight cuts 16.8 178.0 88.8 2.0
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Table 21: Major background contributions forWW→ eνµν with BDT cut≥ 200. The number of events
are normalized to 1 fb−1 integrated luminosity.

Type MC Process Nselected Bkg. %

Signal WW→ eνµν 420.0 -

W’s decay to tau’s WW→ eντν 6.6 -
WW→ µντν 9.0 -
WW→ τντν 0.4 -

Background Total 80.8 100.0%

tt̄ 36.7 45.4%
W+Z→ `ν`` 12.1 15.0%
W−Z→ `ν`` 9.26 11.5%
Z(µµ)+JET 4.58 5.7%
Z(ττ)+JET 10.95 13.6%
Drell-Yan→ `` 5.12 6.3%
Wγ → `ν 1.75 2.2%
ZZ→ ```` 0.34 0.4%

ble 21. Major background comes fromtt̄ and other diboson final states. The contributions from tau
decays of theWW→ `τ +X → eµ +X (` = e, µ, τ) processes are also given in this table.

We show in Figure 15 the distributions of the transverse mass of the W-pair (MT(WW)) before and
after the BDT-output cut (left plot), and theBDT selection efficiency as a function of theMT(WW). The
selection efficiency drop in the high end of theMT(WW) spectrum is due to the effective rejection of the
events with jets in final states.

Using the same pre-selection criteria and similar input variables for theBDT training, we also per-
formedBDT analysis onW+W− decays toe+νe−ν and toµ+νµ−ν final states. Table 22 shows the
BDT analysis results forWW→ µ+νµ−ν event selection. The numbers of events are normalized to
1 fb−1 integrated luminosity. Pre-selection efficiencies and the signal to background ratios for different
selection cuts are given in this table.

Table 23 shows background contributions from different SM processes when applying the BDT cut
at 290. It is clear that thett̄ is the major background. In this table are also the contributions from the tau
final states from theW+W− events for a BDT cut at 290.

Table 24 shows theBDT analysis results forWW→ e+νe−ν event selection. The number of events
are normalized to 1 fb−1 integrated luminosity. Table 25 shows the breakdown of the background
contributions from different SM processes. The BDT cut is applied at 240. Similar to other channels
above, the major background again is from thett̄ events.

4.5.3 Estimate the uncertainties for cross section measurements

The uncertainties of theWWproduction cross section measurement include both statistic and systematic
errors. Based on our current studies, we expect that systematic errors would dominate when integrated
luminosity reaches 10 fb−1 . In principle, all the systematic uncertainties should be determined with data
or Monte Carlo simulations by changing the selection cuts or simulation parameters. For this note, we
plan mainly to use the Tevatron experiment quoted systematic uncertainties. We list the systematic errors
below.

• 6.5% luminosity uncertainty (based on Tevatron Run II initial luminosity uncertainty quoted in
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Figure 15: The left plot: the distributions of the transverse mass of the W-pair (MT(WW)) before and
after the BDT-output cut (> 200); The right plot: theBDT selection efficiency as a function of the
MT(WW). The last bin is the sum of all the overflow bin.

Table 22: Results forWW→ µνµν with different BDT cuts assuming 1 fb−1 integrated luminosity.
The BDT efficiencies are relative to the pre-cut output. Thus, the overall efficiency for the signal in this
channel is about 6.6% when applying a BDT cut at 290. The contribution from tau decays of a W is not
included in these results. See Table 23 for the contributions from tau final states as well as a breakdown
of the background for a BDT cut at 290.

Cut EffWW(%) NWW→µνµν Nbkg. NWW/Nbkg.

Pre-cuts 42.7 581.1 145791.6 0.004

BDT ≥ 200 39.1 226.9± 2.5 293.7± 12.5 0.8
BDT ≥ 220 33.1 192.1± 2.3 174.2± 9.6 1.1
BDT ≥ 250 25.1 145.9± 2.0 68.8± 5.7 2.1
BDT ≥ 270 20.0 116.3± 1.8 40.7± 4.4 2.9
BDT ≥ 290 15.5 90.3± 1.6 20.2± 2.8 4.5
BDT ≥ 300 13.6 78.9± 1.5 15.9± 2.4 5.0
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Table 23: Event selection forWW→ µνµν process with BDT cut≥ 290. Numbers of events for each
process listed in table are normalized to 1 fb−1 .

Type MC Process Nselected Bkg. %

Signal WW→ µνµν 90.3 -

W’s decay to tau’s WW→ µντν 15.7 -
WW→ τντν 0.6 -

Background Total 20.2 100.0%

tt̄ 10.8 53.5%
W+Z→ `ν`` 4.2 20.8%
W−Z→ `ν`` 2.7 13.4%
ZZ→ ```` 0.8 4.0%
Drell-Yan→ `` 0.6 3.0%
Z(µµ)+JET 0.9 4.5%
Zγ → `` 0.2 1.0%

Table 24: Event selection forWW→ eνeν process with variant BDT cuts. Numbers of events for
each process listed in table are nomalized to 1 fb−1 . The BDT efficiencies are relative to the pre-cut
output. Thus, the overall efficiency for the signal in this channel is about 4% when applying a BDT cut
at 250. The contributions from tau decays of W’s are not included in these results. See Table 25 for the
contributions from tau final states as well as a breakdown of the background for a BDT cut at 240.

Cuts EffWW(%) NWW→eνeν Nbkgd. NWW/Nbkgd.

Pre-cuts 28.0 380.8 37612.0 0.01

BDT ≥ 200 25.8 98.1± 1.8 49.4± 5.2 2.0
BDT ≥ 220 20.5 78.0± 1.6 24.7± 3.6 3.2
BDT ≥ 240 15.9 60.5± 1.4 13.4± 2.8 4.5
BDT ≥ 250 13.9 52.8± 1.3 7.7± 2.1 6.8
BDT ≥ 260 11.8 45.0± 1.2 4.1± 1.4 10.9
BDT ≥ 270 10.1 38.5± 1.1 1.8± 0.7 21.5
BDT ≥ 290 6.6 25.0± 0.9 1.0± 0.7 24.6

Table 25: Major background contributions forWW→ eνeν with BDT cut≥ 240.

Type MC Process Nselected Bkgd. %

Signal WW→ eνeν 60.5 -

Decay to tau WW→ eντν 7.6 -
WW→ τντν 0.4 -

Background Total 13.4 100.0%

tt̄ 10.84 80.6%
Drell-Yan→ `` 1.5 11.2%
W+Z→ `ν`` 0.55 4.1%
W−Z→ `ν`` 0.41 3.1%
others 0.15 1.1%
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physics paper.)

• 3% PDF errors.

• 5% scaling uncertainty (for NLO calculations)

• 3% uncertainty on lepton identification acceptance (both for electrons and for muons)

• 15% background estimate uncertainties mainly due to limited MC data sample statistics. (Our
current background statistical uncertainties range from 12% to 18%. Tevatron experiments have
used data to estimate the background: typical uncertainties for diboson physics analysis are around
10% for 1 fb−1 data.)

• 5% uncertainty due to energy scale uncertainties (considering initially 10% on hadronic energy
and 3% on lepton energy, which could contribute to uncertainties in cross section measurements
ranging from 3% to 7% based on Tevatron and our studies).

We have used Log-likelihood method to ’fit’ theW+W−production cross sections for different inte-
grated luminosities. The MC experiments were run 100 times to determine the measurement uncertain-
ties. The procedure is briefly described below.

• Use the binned Log-likelihood function based on BDT output spectra for signal and background :

−2 Ln L = −2 Ln∏Pi(Nobs; NS(σ)+NB), i = 1,Nbin

whereP(n;λ ) = λ ne−λ /n! is the Poisson distribution function,λ is the mean value of the expected
signal plus background events,n is the ’observed’ number of events. Please note that the expected
number of signalNS is a function of the WW production cross section (σ ).

• The ’observed’ events are randomly selected from MC samples (based on Poisson distributions)
with additional 9.2% systematic errors add to the ’data’ selection. By varying the cross section the
maximum likelihood function value is found. The corresponding cross section value represents
the ’measured’ cross section.

• Run the MC experiment 100 times with different ’observed-data’ to fit theW+W− production
cross sections. The standard deviation (RMS) of 100 fitted cross section distributions is taken as
the measurement error.

The MC experimentBDT output spectra are shown in Figure 16 forW±W∓ → e±νµ∓ν detection.
The left plot shows ’data’ for 0.1 fb−1 integrated luminosity (dots) compared to MC expected ’signal’
(red histogram) and ’background’ (blue histogram). The right plot shows the same for 1 fb−1 integrated
luminosity.

To understand the optimal cut on theBDT spectra for cross section measurement, the cuts on the
BDT spectra were varied and the cross section measurement was performed. Figure 17 (left plot) shows
the cross section measurement error as a function of the BDT cut for different integrated luminosities.
The optimalBDT cut is around 200. The right plot of the Figure 17 shows the relative errors as a function
of integrated luminosity (withBDT spectrum cut at 200). Here the systematic error starts to dominate
after 5 fb−1 integrated luminosity.

Following the same procedure as described above, the same studies were conducted forW+W− →
µ+νµ−ν detection. Figure 18 shows MC experimentalBDT spectra forµ+µ− + /ET final state. Fig-
ure 19 shows cross section uncertainty studies related to theBDT cuts and to the integrated luminosities.
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Figure 16: MC experimentBDT output spectra forW±W∓ → e±νµ∓ν detection. The left plot shows
’data’ for 0.1 fb−1 integrated luminosity (dots) compared to MC expected ’signal’ (red histogram) and
’background’ (blue histogram). The right plot shows the same for 1 fb−1 integrated luminosity.

Figure 17: Left plot: the relative errors for cross section measurement as a function of the BDT cut.
The optimal BDT spectrum cut should be around 200. Right plot: the relative errors as a function of
integrated luminosity (with BDT spectrum cut at 200). From this plot, we see that systematic error starts
to dominate after 5 fb−1 integrated luminosity.
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Figure 18: MC experimentBDT output spectra forW+W− → µ+νµ−ν detection. The left plot shows
’data’ for 0.1 fb−1 integrated luminosity (dots) compared to MC expected ’signal’ (red histogram) and
’background’ (blue histogram). The right plot shows the same for 1 fb−1 integrated luminosity.

Figure 19: Left plot: the relative errors for cross section measurement as a function of theBDT cut.
The optimalBDT spectrum cut should be around 240. Right plot: the relative errors as a function of
integrated luminosity (with theBDT spectrum cut at 240). From this plot, we see that systematic error
starts to dominate after 10 fb−1 integrated luminosity.
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4.6 Sensitivity to charged anomalous couplings

Studies ofW+W− production allow measurement of both theWWZand theWWγ couplings. At present,
theory and experiments (at LEP) are in agreement to within 3-10% [4]. From our study, we expect that
LHC could improve the sensitivity significantly with the first 10 - 30 fb−1 integrated luminosities. In
this section we describe there-weighting method and the results from this method for anomalous TGCs.
Another study whose results are included in an appendix, has used fast simulation method.

4.6.1 Re-weighting and fitting method

To study the the anomalous couplings, the W-pair transverse mass (MT(WW)) spectrum is fitted. The
method used to determine the anomalous coupling sensitivity intervals is described below.

• Generate theW+W− → `+ν`−ν events in a coupling parameter space (grid). Each point of the
grid corresponds to a pair of coupling parameters. Monte Carlo events are produced with theBHO
NLO generator [21], which has the capability to produce events with non-SM values of theWWZ
andWWγ couplings. 5 million events per grid-point with pre-filter cut (p`

T > 20 GeV, |η`|< 2.7)
were generated. TheBHO generator has been cross-checked to be consistent with theMC@LNO
generator using the SM couplings. The output of theBHO MC program in eachgrid point is a set
of distributions of the differential cross sections ofdσ/dpT(V) anddσ/dMT(VV).

• Each fully simulated event isre-weightedat generator level based onpT(V) andMT(VV) distri-
butions. Theweightis determined by differential cross section ratio,

weight= dσ(non-SM)/dσ(SM).

Examples can be found in Figure 20, which shows (left plot) the transverse mass distributions of the
W-pair for the SM couplings compared to anomalous couplings, and (right plot) the corresponding
differential cross section ratio, which will be used to re-weight the events.

• Event selection using theBDT algorithm. ForWW→ eνµν process, theBDT output is cut at
greater than 210, resulting inνs = 393.6 andνb = 69.4. An MC ’observation’ is simulated by
pulling selected signal events with Poisson fluctuations from an independent subset of the sample
corresponding to a desired integrated luminosity. The background ’observation’ is simulated by
using the total backgroundMT or pT distributions with Poisson bin-by-bin fluctuations. Follow-
ing this procedure the ’observation’:n = ns+ nb is made for in each bin for likelihood function
calculations. For example, Figure 21 and 22 show the MC experiment WW transverse mass
distributions for 0.1 and 1 fb−1 integrated luminosities. The ’cross’ shown in the plots are ’obser-
vations’, the expected background, and signal+background with SM prediction superimposed with
anomalous coupling predictions are shown as histograms in the plots. The last bin of the plots are
the ’overflow’-bin.

• Finally, the Log-likelihood is fit in anomalous coupling space with the quadratic functions. Fig-
ure 23 shows the one dimensional anomalous coupling parameter fits with 1 fb−1 MC data. The
same fitting procedure is followed for 0.1, 1.0, 10.0 and 30.0 fb−1 MC data. For one-dimensional
fitting,only one parameter is varied; the remaining parameters are fixed to SM values.

4.6.2 Charged anomalous TGC sensitivity inW+W− analysis

One dimensional anomalous coupling sensitivity intervals at 95% CL are given Table 26. The cutoff
Λ = 2TeV is used in our calculations. For two-dimensional AC limits from theW+W− production the
following scenarios relating the anomalous coupling parameters have been investigated:
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Figure 20: Left: WW transverse mass,MT , distributions. Events are generated with the SM cou-
pling (black) and anomalous couplings (color); Right: the corresponding differential cross section ratio,
dσ(non−SM)/dσ(SM).
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Figure 21: the MC experiment WW transverse mass distributions for 0.1 (left) and 1 fb−1 (right) inte-
grated luminosities. The last bins in the plots are ’overflow’-bins.
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Figure 22: The MC experiment WW transverse mass distributions for 10 (left) and 30 fb−1 (right)
integrated luminosities. The last bins in the plots are ’overflow’-bins.
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Figure 23: Anomalous coupling parameters Likelihood fitting for 1 fb−1 MC data.

Table 26: One-dimensional 95% C.L. interval of the anomalous coupling sensitivities from the WW final
state analysis for 0.1, 1.0, 10.0 and 30.0 integrated luminosities.

Int. Lum. ∆κZ λZ ∆gZ
1 ∆κγ λγ

(fb−1 ) 95% conf. 95% conf. 95% conf. 95% conf. 95% conf.

0.1 [-0.242, 0.356] [-0.206, 0.225] [-0.741, 1.177] [-0.476, 0.512] [-0.564, 0.775]
1.0 [-0.117, 0.187] [-0.108, 0.111] [-0.355, 0.616] [-0.240, 0.251] [-0.259, 0.421]

10.0 [-0.035, 0.072] [-0.040, 0.038] [-0.149, 0.309] [-0.088, 0.089] [-0.074, 0.165]
30.0 [-0.026, 0.048] [-0.028, 0.027] [-0.149, 0.251] [-0.056, 0.054] [-0.052, 0.100]
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Figure 24: Two-dimensional anomalous coupling parameters fitting for 0.1 - 30 fb−1 MC data based on
the HISZ assumption to relate the coupling parameters.
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Figure 25: Two-dimensional anomalous coupling parameters fitting for 0.1 - 30 fb−1 MC data. For these
fit, we have assumedZ = γ in parameter space:∆κZ = ∆κγ , λZ = λγ .

• The simplest HISZ scenario [26] with only two free parameters.

∆gZ
1 = ∆κZ (C−S), ∆γ = 2∆κZC/(C−S), λZ = λγ .

whereC = cos2θW, S= sin2θW. Figure 24 shows the two-dimensional anomalous coupling pa-
rameter fit using the HISZ assumption.

• AssumeZ andγ parameters are the same. This has three free parameters.

∆κZ = ∆κγ , λZ = λγ .

Figure 25 shows the two-dimensional Anomalous coupling parameter fit based on this assumption.

There are other assumptions related toWWZandWWγ anomalous couplings used in LEP and in
Tevatron studies, such as

• the “LEP assumption”. This has three free parameters.

∆κγ = (C/S)(∆gZ
1 −∆κZ), λZ = λγ where C = cos2θW, S= sin2

θW,

• No constrains on the anomalous coupling parameters.
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4.7 Summary ofW+W− production studies

In this section a study of ATLASW+W− detection sensitivity based on 30 million fully simulated Monte
Carlo events has been presented. A straight cut analysis predicts that for the first 100 pb−1 integrated
luminosity ATLAS experiment could detect∼11 dilepton plus large missingET events asW+W− event
candidates. TheW+W− signal purity should be better than 80%. Using the Boosted Decision Trees we
expect to detect∼ 72 `+`−+ /ET events with signal purity better than 85%.

Using the maximum likelihood method and one-dimensional fittings, we could set the 95% confi-
dence limits on the anomalous coupling parameters as the following:

−0.026< ∆κZ < 0.048, −0.028< ∆λZ < 0.027, −0.149< ∆gZ
1 < 0.251,

−0.056< ∆κγ < 0.054, −0.052< ∆λγ < 0.100

with 30 fb−1 integrated luminosity. Notice that from theW+W− diboson production one can obtain
better∆κ-type parameter limits compared to that from theWZ andWγ production studies. However,
betterλ -type parameters can be obtained fromWZandWγ diboson final state studies.
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5 W±Z0 production and the W+W−Z0 coupling

5.1 W±Z0 signal and background at LHC

5.1.1 Production mechanism and cross section

TheW±Z0 production at hadron colliders is exclusively the result of theW+W−Z0 trilinear gauge boson
couplings. The SM tree-level Feynman diagrams are shown in Figure 26.

q′

q

W±

q̄ Z

q′

q

W±

W±

Z

TGC vertex

Figure 26: The SM Tree-level Feynman diagrams forW±Z0 production in hadron colliders. The
s−channel diagram, on the right, contains theW+W−Z0 trilinear gauge boson vertex of interest.

TheW+W−Z0 gauge coupling, on which the production cross sectionσ(pp→W±Z0) depends, is
predicted by the SM to be−ecotθW, wheree is the positron charge andθW is the weak mixing angle.
The SM predicts the totalW+Z0 production cross section to be 29.4 pb and theW−Z0 production cross
section to be 18.4 pb [15], [16]. The difference betweenσ(W+Z0) andσ(W−Z0) is due to the parton
density function (PDF) difference between the quarks that can pair to produce positively and negatively
charged states at the proton-proton LHC. Compared to the TevatronW±Z0 production cross section,
3.68±0.25pbat

√
s=1.96 TeV, theW±Z0 production cross section at the LHC with

√
s= 14 TeV will be

more than 10 times higher. Thus, ATLAS should have much better sensitivity to the anomalous couplings
compared to the Tevatron experiments.

Table 27: Monte CarloW±Z0 signal datasets used in theW±Z0 analysis. The leptonic decay chan-
nels include two lepton flavors: electrons and muons. The cross sections are scaled by 3.5% based on
cross sections calculated byMC@NLO. This is accounts for additional trilepton events due toZ0/γ∗
interference within theZ0-mass window:MZ0 ±15GeV.

Process σt ×Br (fb) Number of events dataset number

W+Z→ `+ν`+`− 441.7 50,000 5941
W−Z→ `−ν`+`− 276.4 50,000 5971

5.1.2 Experimental signals and background

This analysis focuses on the pure leptonic decay channels of theW±Z0 events,

W±Z0 → e±νe+e−, µ
±

νe+e−, e±νµ
+

µ
−, µ

±
νµ

+
µ
−.

These channels, although with only a total 1.5% branching ratio, have the cleanest experimental signa-
ture. Experimentally, we are looking for events with three highpT (transverse momentum) leptons plus
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missing transverse energies (/ET) due to final state neutrinos. The analysis method therefore requires
high lepton identification efficiencies, and high rejection power of fake leptons and/ET from other SM
processes.

Major background forW±Z0 → `±ν`+`− signal come from the following processes:

• Z0Z0 → `+`−`+`− with one lepton undetected;

• Z0 + jets→ `+`−+X with a jet faking a lepton;

• tt̄ →W+W−bb̄→ `+ `+ `+X;

• Z0 + γ → `+`−+X with a photon fake an electron.

Monte Carlo samples for signal and background used inW±Z0 analysis are listed in Table 28. The
diboson andtt̄ events were generated usingMC@LNO generator (v3.1). The parton-shower and under-
lying events are simulated with theHERWIGandJimmyprograms. Detector simulation, digitization
and reconstructions are done with ATLAS software release 12.0.6.4. No pre-filter has been applied to
MC generated events for simulations. Other background (Z0 + X) events are generated withPYTHIA
program. The detector simulations, digitizations and reconstructions for those background events are
done with software release 11.0.42.

5.2 Analysis

In following sections, we will first describe the physics objects (electron, muon,/ET and jets) identifica-
tion and lepton selection efficiencies. Following that we will show in detail theW±Z0 event selection
criteria, based on pre-selection and final selections:

• Pre-selection with relatively loose cuts.

• Further selection with

– Tightened straight cuts.

– The Boosted Decision Trees (BDT) technique.

Finally, based on the expected signal and background from theW±Z0 event selection, we determine
theW±Z0 cross section measurement uncertainties, and extract the ATLAS experiment sensitivities to
theW+W−Z0 anomalous couplings as a function of integrated luminosities.

5.3 W±Z→ `±ν`+`− analysis

5.3.1 Lepton identification efficiency determined by tag-probe method.

The major physics objects used inW±Z0 analysis are electrons, muons,/ET , and hadronic jets. We use the
same methods of object reconstructions and identifications as described in theW+W− analysis section
except that the lepton isolation cuts are applied during the event selection process. In this section we
present the muon identification efficiencies using atag-probe method which has been used at Tevatron
data analysis (see Section 3.1.1).

The fully reconstructed final states fromZ0 decay offer distinct advantages. In particular, muon
identification efficiencies can be determined with a’tag and probe’method usingZ0 → µ+µ− events.
In this method one of the muons, passing tightened selection cuts, is used as atag while the other
muon is used as aprobe to determine the selection efficiencies. Figure 27 shows the muon detection
efficiency as a function of muonpT and as a function of muonη . For comparison we also show the
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muon reconstruction efficiencies obtained from the MCtruth information where a muon is considered
reconstructed if its track is matched to thetruth track within anη - φ cone of∆R= 0.01. We see that
muon identification efficiencies determined by both methods agree very well. A similar technique may
also be used to determine electron identification efficiency.

Figure 27: (a) left: the muon reconstruction efficiency as a function of muonpT , (b) right: the muon
reconstruction efficiency as a function of rapidityη .

5.3.2 Pre-selection of theW±Z0 events

The pre-selection of theW±Z0 events is done by identifying three leptons and/ET in an event with
characteristics consistent withZ boson dilepton decays andW boson leptonic decays. The pre-selection
criteria are:

• Select at least three leptons from electrons and muons as in theW+W− Section excluding the
isolation cuts. All leptons have transverse momentumpT > 6 GeV, while at least one haspT >
25 GeV.

• MissingET > 15 GeV.

• Identify aZ0-boson by invariant mass matching:
The best invariant mass frome+e− or from µ+µ− pairs must be within(91.18±20) GeV.

• Identify a W-boson:
The third lepton (not associated to theZ0) must havepT > 15 GeV, and the transverse mass, (MT)
determined by the third lepton and the/ET falls in the range 10 GeV to 400 GeV.

The overall pre-selection efficiency forW+Z0 events is 25.8%, and forW−Z0 events is 29.3%. The
difference of the acceptance forW±Z0 and forW−Z0 is due the leptons decay fromW+ andW− have
differentη distributions. Table 28 summarizes the signal and background pre-selection results, while the
figures below show distributions of signal superimposed with background after the pre-selection.

The overall trigger efficiency forW±Z0 events with trileptons in final state is 98.86% which is deter-
mined by combining the single lepton and dilepton triggers.

• Figure 28 shows (a) the leptonpT distributions associated with theZ0 decay final state, and (b)
leptonpT distributions selected fromW± decays.

• Figure 29 shows (a) the missing transverse energy distributions, (b)∆φ between the missingET

and the third lepton associated withW± decays.
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Table 28: MC data samples used inW±Z0 analysis. The first column lists the physics process. The
total cross sections, the k-factors, branching ratios for the generated MC events, the total produced and
preselected number of MC events, and normalized number of events for 1fb−1 after pre-selection and
the initial weights for BDT training are given.

MC process σ( f b) K Br Nmc Nprecut N/fb Weight

W+Z0 → `+ν`+`− 0.2940×105 1.0 0.0144 26550 6848 136.4 0.0199
W−Z0 → `−ν`+`− 0.1840×105 1.0 0.0144 17450 5118 88.7 0.0173

ZZ→ `+`−`+`− 0.1486×105 1.0 0.0045 35700 8597 20.4 0.0024

tt̄ → `+X (McAtNlo,Jimmy) 0.8330×106 1.0 0.5400 604750 1071 746.0 0.6966

Z(``)γ 0.8910×106 1.5 0.0672 999742 111 10.0 0.0898

γγ (Pythia) 0.7100×105 1.0 1.0000 45300 0 0.0 1.5673

Drell-Yan(`+`−)(30 GeV< M < 81 GeV) 0.4220×107 1.3 0.1010 1000000 16 8.9 0.5541
Drell-Yan(`+`−)(81 GeV< M < 100 GeV) 0.4610×108 1.3 0.1010 3284999 406 748.1 1.8426
Drell-Yan(`+`−)(M > 100 GeV) 0.1750×107 1.3 0.1010 971000 271 64.1 0.2366

Z→ µ+µ−(Jimmy,M = 150GeV) 0.1750×107 1.0 0.0336 43000 33 36.1 1.0940

Z(µµ)+JET (Pythia) 0.8270×106 1.0 0.0336 35000 20 12.7 0.6351

Z→ e+e−(Pythia, pt > 100GeV) 0.8270×106 1.0 0.0336 46000 11 5.3 0.4833
Z→ µ+µ−(Pythia, pt > 100GeV) 0.8270×106 1.0 0.0336 33000 42 28.3 0.6736
Z→ τ+τ−(Pythia, pt > 100GeV) 0.8270×106 1.0 0.0003 32000 41 0.3 0.0069

Z(ee)+JET (E j
T : 10−20 GeV) 0.1360×108 1.3 0.0336 597281 0 0.0 0.9946

Z(ee)+JET (E j
T : 20−40 GeV) 0.8670×107 1.3 0.0336 398697 0 0.0 0.9499

Z(ee)+JET (E j
T : 40−80 GeV) 0.4120×107 1.3 0.0336 397524 0 0.0 0.4527

Z(ee)+JET (E j
T : 80−120 GeV) 0.8270×106 1.3 0.0336 397009 0 0.0 0.0910

Z(ee)+JET (E j
T > 120 GeV) 0.3830×106 1.3 0.0336 198652 0 0.0 0.0842

Z(µµ)+JET (E j
T : 10−20 GeV) 0.1360×108 1.3 0.0336 2996413 492 97.5 0.1983

Z(µµ)+JET (E j
T : 20−40 GeV) 0.8670×107 1.3 0.0336 1995792 789 149.7 0.1898

Z(µµ)+JET (E j
T : 40−80 GeV) 0.4120×107 1.3 0.0336 1189793 1516 229.3 0.1513

Z(µµ)+JET (E j
T : 80−120 GeV) 0.8270×106 1.3 0.0336 397856 1105 100.3 0.0908

Z(µµ)+JET (E j
T > 120 GeV) 0.3830×106 1.3 0.0336 199832 1133 94.9 0.0837

Z(ττ)+JET (E j
T : 10−20 GeV) 0.1360×108 1.3 0.0336 598783 0 0.0 0.9921

Z(ττ)+JET (E j
T : 20−40 GeV) 0.8670×107 1.3 0.0336 399076 0 0.0 0.9490

Z(ττ)+JET (E j
T : 40−80 GeV) 0.4120×107 1.3 0.0336 398972 0 0.0 0.4511

Z(ττ)+JET (E j
T : 80−120 GeV) 0.8270×106 1.3 0.0336 396671 0 0.0 0.0911

Z(ττ)+JET (E j
T > 120 GeV) 0.3830×106 1.3 0.0336 199046 0 0.0 0.0840

W+W−→ e+νe−ν 0.1116×106 1.0 0.0120 41950 9 0.3 0.0324
W+W−→ e+νµ−ν 0.1116×106 1.0 0.0120 45900 22 0.7 0.0296
W+W−→ e+ντ−ν 0.1116×106 1.0 0.0120 71000 7 0.1 0.0191
W+W−→ µ+νe−ν 0.1116×106 1.0 0.0120 47000 18 0.5 0.0289
W+W−→ µ+νµ−ν 0.1116×106 1.0 0.0120 48950 30 0.8 0.0278
W+W−→ µ+ντ−ν 0.1116×106 1.0 0.0120 44000 8 0.2 0.0309
W+W−→ τ+νe−ν 0.1116×106 1.0 0.0120 47700 2 0.1 0.0285
W+W−→ τ+νµ−ν 0.1116×106 1.0 0.0120 45800 8 0.2 0.0297
W+W−→ τ+ντ−ν 0.1116×106 1.0 0.0120 34850 0 0.0 0.0390
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• Figure 30 shows (a) the dilepton invariant mass distributions associated with theZ0 decay final
state, and (b) the transverse mass distributions associated withW → `ν process.

• Figure 31 shows (a) thepT distributions of theW±Z0 system, and (b) the transverse mass distri-
butions of theW±Z0 system.

• Figure 32 shows (a) theφ distributions of theW±Z0, and (b) the∆φ between theZ0 and theW±.

• Figure 33 shows theEhad
T (VT) distributions, and (b) shows the scalar sum of all the particles’ET

(HT) distribution.
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Figure 28: (a) left: the leptonpT distributions associated with the Z-boson decays, (b) right: the lep-
ton pT distributions associated with the W-boson decays. Events are with pre-selection cuts without
normalization.
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Figure 29: (a) left: Missing transverse energy (/ET) distributions, (b) right:∆φ between the third lepton
and/ET . Events are with pre-selection cuts without normalization.

5.3.3 Final selection with tightened straight cuts

Based on pre-selected events, we further apply tightened cuts to event samples to optimize the detection
sensitivity as gauged by the signal to background ratio. Our final cuts are listed below:

• Missing transverse energy:/ET > 25 GeV.
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Figure 30: (a) left: the transverse mass distributions selected as the W-boson. (b) right: the dilepton
invariant mass distributions selected as the Z-boson, Events are with pre-selection cuts without normal-
ization.
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Figure 31: (a) left: thepT distributions of theW±Z0 system, and (b) right: the transverse mass distribu-
tions of theW±Z0 system. Events are with pre-selection cuts without normalization.

• Ehad
T < 120 GeV, whereEhad

T is the vector-sum of the lepton~pT and MET.
Ehad

T = (Ehad
x ×Ehad

x +Ehad
y ×Ehad

y )
1
2 ,

whereEhad
x = ∑(px(`)+ /ETx); Ehad

y = ∑(py(`)+ /ETy).

• Total scalar sum of jet transverse energy< 200 GeV.

• Any pair of leptons must satisfy∆R=
√

(∆η2 +∆φ2) > 0.2

• The sum of the additionalpT and the number of tracks found in a cone with∆R= 0.4(0.5) around
muons(electrons) must be less than 8 GeV and 4 respectively; no jet withET > 10 GeV can lie in
the cone.

• The electron isolation energy fraction,f = [ET(∆R= 0.4)−ET(∆R= 0.2)]/E`
T < 10%.

The Z-boson is identified by requesting:

• Two leptons withp`
T > 10 GeV have opposite charge sign and the same flavor.

• Dilepton invariant mass best matches to the mass of Z, and within the Z-mass window of
|MZ−Mµµ |< 12 GeV, and|MZ−Mee|< 9 GeV.
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Figure 32: (a) left: theφ distributions of theW±Z0, and (b) right: the∆φ between theZ0 and theW±.
Events are with pre-selection cuts without normalization.
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Figure 33: (a) left: theEhad
T (VT) distributions, and (b) right: shows the scalar sum of all the particles’

ET (HT) distribution. Events are with pre-selection cuts without normalization.

TheW± is identified by applying following cuts:

• pT > 20, 25 GeV for muon and electron, respectively.

• The transverse mass determined by the third lepton (not fromZ0 decay) and the/ET must be within
the W-mass window:
40 GeV< MT < 120 GeV.

• The difference of the vertex position, represented byZ0 andd0, of the third lepton and the lepton
pair fromZ0-decay must satisfy∆Z0 < 0.7 mm, and∆d0 < 0.1 mm.

TheW±Z0 events are finally selected after following cuts are applied:

• ∆φ betweenW± andZ0 must be> 0.5 rad.

• The transverse mass ofW±Z0, MT(W±Z0) > 70 GeV.

• Maximum number of jets withE jet
T > 30 GeV should not exceed 1.

The total and selected numbers of the signal and the background events for each trilepton final state
are listed in Table 29. The overall signal acceptance is 8.7% and 7.1% forW−Z0 andW+Z0, respectively.
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Table 29: Total and selected numbers ofW±Z0 signal and background events by applying the straight
cuts. The last column contains the acceptances for the signal and background.

Process NMC Neeeν Neeµν Nµµeν Nµµµν Nsum Nsum/NMC

ZW− 147750 1562 2633 3571 5093 12859 8.70×10−2

ZW+ 133674 1159 2134 2599 3600 9492 7.10×10−2

ZZ 49250 64 550 99 1269 1982 4.02×10−2

W+W− 525000 0 0 0 1 1 1.90×10−6

Z+ jet 1.08×107 0 0 9 6 15 1.39×10−6

Z+ γ 1.10×106 1 0 1 0 2 1.82×10−6

DY 1.80×107 1 0 0 1 2 1.11×10−7

Table 30: Number of expectedW±Z0 signal (Ns) and background (Nb) for 1 f b−1 data with straight cut
analysis.

Process Neeeν Neeµν Nµµeν Nµµµν Nsum

ZW− 2.82 4.75 6.44 9.19 23.19
ZW+ 3.69 6.80 8.28 11.47 30.24

ZZ 0.0865 0.7438 0.1339 1.7160 2.68
W+W− 0 0 0 0.0228 0.0228
Z+ jet 0 0 1.5451 0.9198 2.46
Z+ γ 0.0898 0 0.0898 0 0.18
DY 1.3436 0 1.3436 0 2.69

Sum of signals (NS) 6.51 11.55 14.72 20.65 53.43
Sum of backgrounds (NB) 1.52 0.74 1.77 3.98 8.03

NS/NB 4.28 15.52 8.32 5.19 6.66

For 1 f b−1 integrated luminosity of data, we expect to observe 53W±Z0 signal events and 8 back-
ground events, giving a signal to background ratio of about 6.7, as shown in Table 30.

The dominant background contributions are from ZZ, Z+Jet and Drell-Yan (DY) processes, while
Z+ γ and WW contribute a small fraction of the total background events, as listed in Table 31.

Figure 34 shows dilepton invariant mass distributions, signal superimposed with background (left)
and the Z-bosonpT distributions (right). Events are normalized to 1 fb−1 integrated luminosity.

Figure 35 shows theW±Z0 transverse mass distributions, signal superimposed with background (left)
and theW±Z0 pT distributions (right). Events are normalized to 1 fb−1 integrated luminosity.

5.3.4 Final selection based on the boosted decision tree technique

The Boosted-Decision-Trees (BDT) is a relatively new method used in high energy physics data analy-
sis [2,3]. This technique has been applied to improve the discrimination power for signal and background
separations. DetailedBDT parameters and the boosting algorithm used in this analysis are found in an
appendix of this note. The following 22 variables are used in theBDT-based analysis forW±Z0 event
selection.

• Transverse momentum of negative-charged lepton fromZ0 decay
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Table 31: Relative background contribution toW±Z0 signal candidates from the straight cuts.

Process DY ZZ Z+Jet Zγ WW

Relative contribution (%) 33.5 33.4 30.6 2.2 0.3

Figure 34: (a) left: Final selected dilepton invariant mass distributions. (b) right:pT(Z) distributions
with final selection. Number of events are normalized to 1 fb−1.

• Transverse momentum of positive-charged lepton fromZ0 decay

• Transverse momentum of charged lepton fromW± decay

• Number of isolated tracks in a∆R< 0.4 cone around negative-charged lepton fromZ0 decay,
∆R=

√
(φ −φ`)2 +(η −η`)2

• Number of isolated tracks in a∆R< 0.4 cone around positive-charged lepton fromZ0 decay

• Momentum of isolated tracks in a∆R< 0.4 cone around charged lepton fromW± decay

• Number of isolated tracks in a∆R< 0.4 cone around charged lepton fromW± decay

• Energy of isolated jets in a∆R< 0.4 cone around charged lepton fromW± decay

• Fraction of energy = E(∆R< 0.4)-E(∆R< 0.2 ) / Transverse Momentum of charged lepton from
W± decay

• Difference ofA0 between positive charged lepton fromZ0 decay and lepton fromW± decay

• Difference of∆Rbetween positive-charged lepton fromZ0 decay and lepton fromW± decay

• Difference ofA0 between negative-charged lepton fromZ0 decay and lepton fromW± decay

• Difference of∆Rbetween negative-charged lepton fromZ0 decay and lepton fromW± decay

• Missing Transverse Energy (/ET)

• pT of theW±Z0 system
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Figure 35: After the final tightened cuts, (a) left: the transverse mass of theW±Z0 system. (b) right: the
transverse mass distributions of theW±Z0. both signal and background are normalized to 1 fb−1.

• Invariant mass of two leptons fromZ0 decay

• Transverse mass ofW±

• Scalar sum of momentum from Jets, leptons and/ET

• Vector sum of momentum from Jets, leptons and/ET

• Vector sum of momentum from leptons and/ET

• /ET / √(scalar sum of momentum of jets and leptons)

• The total recoil transverse energy

As shown in Table 28, about 12000 pre-selected signal events and 18000 pre-selected background
events were used in the BDT-based analysis. 50% of signal and background events are used for the
training , and another 50% of statistically independent events are used for the BDTtestsample sets. The
BDT output spectra from the testing sample are used as the ’discriminator’ to separate the signals from the
background as shown in Figure 36. In the spectra both signal and background events are normalized to an
integrated luminosity of 1f b−1. Application of a cut at different values on the BDT output, determines
the signal to background ratios in final selected event sample. For example, a cut atBDT > 200, gives a
signal to background ratio of 10 as shown in Table 32, which lists the selection results with various BDT
cuts: the selected number of signal (NZW) and number of background (NBKGD) events, the corresponding
signal efficiency (EffZW) and the signal to background ratio (NZW/NBkgd). The listed number of events

are normalized to a total integrated luminosity of 1f b−1. For comparison the results using the straight
cuts analysis is also indicated.

We have used the binomial error formula to calculate the statistical uncertainties for signal and back-
ground events selection,

σstat =
√

Ntotal×efficiency× (1−efficiency),

whereNtotal is the total number of events for a certain process used in the analysis, and thee f f iciency
is the overall efficiency for the corresponding channel. Based on this expression the total background
uncertainties listed in the table are calculated as

σ
all
stat =

√
∑

i

wi ×σ2
i
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Figure 36: TheBDT output distributions for signal (red histogram) and background (blue histogram).
Events are normalized to an integrated luminosity of 1 fb−1. A cut on the BDT output> 200, yields a
signal to background ratio of about 10.

wherewi is theweightdetermined by the ratio ofN
exp
i

Ntotal
i

passed the selection cuts. TheNexp
i denotes the

expected MC events for theith process assuming 1f b−1 luminosity. Table 32 indicates that the statistical
errors on the signal are∼ 1%, but the background errors are 15-20% due to the limited number of MC
events available for this study.

After applying the BDT cuts, the breakdown of the events from four different decay channels,ZW→
eeeν , eeµν , µµeν , µµµν , are listed in Table 33.

Compared to the straight cuts analysis technique, the BDT works significantly better. The signal to
background ratio of theW±Z0 analysis could be improved from about 6.7 (from the straight cuts) to 10
∼ 24 depending on the BDT cut value while the signal efficiency will be more than doubled.

The major background events forW±Z0 analysis come fromZ0Z0→ 4`, tt̄ andDY→ `+`− with mass
around theZ0-peak. There are some spikes in the background distributions due to relatively low statistics
in some of the background channels which results in a relatively large uncertainty in the background
estimation.

Figure 37 shows the distribution of the transverse mass of theW±Z0 and the corresponding efficiency,
and Figure 38 shows the transverse momentum of theZ0 from W±Z0 and the corresponding efficency.
These plots indicate that the event selection with theBDT analysis preserves high signal efficiencies in
high PT(Z0) and highMT(W±Z0) regions. Thus, the selected events would have high sensitivity to the
anomalous TGC couplings.

5.4 Results

5.4.1 Summary ofW±Z0 detection sensitivity for 1 fb−1 integrated luminosity

Using the straight cut analysis, a total of 61 trilepton events with 53W±Z0 signal events and 10 back-
ground events will be observed. With theBDT used to select events a total of 169 trilepton events with
a signal to background ratio close to 10 cane observed. Based on this study, we are confident that even
with the first 0.1 fb−1 integrated luminosity we should be able to establish theW±Z0 production signal at
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Table 32: Results of theW±Z0 event selection by using various BDT cuts. Expected numbers of signal
and background events are given for 1 fb−1. For comparison purpose, the results from the straight cuts
analysis are listed also. The quoted errors are statistical only.

Cut E f fZW(%) NZW NBKGD NZW/NBKGD

BDT ≥ 200 65.1 152.6± 1.7 16.1± 2.5 9.5
BDT ≥ 210 62.2 145.7± 1.7 14.6± 2.4 10.0
BDT ≥ 220 59.0 138.3± 1.6 12.6± 2.3 11.0
BDT ≥ 230 55.5 130.1± 1.6 10.7± 2.2 12.1
BDT ≥ 240 51.8 121.4± 1.5 7.7± 1.1 15.7
BDT ≥ 250 47.7 111.9± 1.5 6.6± 1.1 17.0
BDT ≥ 260 43.5 102.0± 1.4 5.5± 1.0 18.5
BDT ≥ 270 38.7 90.6± 1.3 4.1± 0.8 22.1
BDT ≥ 280 33.7 79.0± 1.2 3.5± 0.7 22.6
BDT ≥ 290 29.4 68.8± 1.1 3.0± 0.7 23.1
BDT ≥ 300 24.8 58.0± 1.0 2.4± 0.7 24.1

Straight cuts 22.8 53.4 8.0 6.7

Table 33: Breakdown of selectedZW→ eeeν , ,eeµν , µµeν , µµµν events after the BDT cuts. Results
from straight cut analysis are given also. The number of events are normalized to 1 fb−1.

Cut eeeν eeµν µµeν µµµν All 4 Channels
NZW/NBG NZW/NBG NZW/NBG NZW/NBG NZW/NBG

BDT ≥ 200 31.7/ 4.0 34.9/ 2.7 39.5/ 3.9 46.6/ 5.5 152.6/ 16.1
BDT ≥ 210 30.5/ 3.9 33.2/ 2.5 37.9/ 3.5 44.1/ 4.7 145.7/ 14.6
BDT ≥ 220 29.4/ 3.1 31.6/ 2.3 36.0/ 3.0 41.2/ 4.2 138.3/ 12.6
BDT ≥ 230 28.1/ 3.0 29.7/ 2.1 34.3/ 1.9 37.9/ 3.7 130.1/ 10.7
BDT ≥ 240 26.7/ 0.6 27.8/ 1.9 32.8/ 1.8 34.2/ 3.3 121.4/ 7.7
BDT ≥ 250 25.2/ 0.5 25.4/ 1.7 30.6/ 1.5 30.6/ 2.9 111.9/ 6.6
BDT ≥ 260 23.7/ 0.2 23.3/ 1.5 28.3/ 1.2 26.7/ 2.6 102.0/ 5.5
BDT ≥ 270 21.8/ 0.2 20.6/ 1.3 25.7/ 1.1 22.5/ 1.5 90.6/ 4.1
BDT ≥ 280 19.9/ 0.2 17.5/ 1.1 23.0/ 1.0 18.6/ 1.2 79.0/ 3.5
BDT ≥ 290 18.2/ 0.2 14.8/ 0.8 20.6/ 1.0 15.2/ 1.0 68.8/ 3.0
BDT ≥ 300 16.4/ 0.1 11.6/ 0.7 18.1/ 1.0 11.9/ 0.7 58.0/ 2.4

Straight cuts 6.51/ 1.52 11.55/ 0.74 14.72/ 1.77 20.65/ 3.98 53.43/ 8.0
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Figure 37: Distribution of transverse mass ofW±Z0 before and after theBDT selection (left); Selection
efficency (BDT > 200) as a function of the transverse mass ofW±Z0 (right).

the LHC with a detection sensitivity greater than 5σ , which is defined asS/
√

B or by Poisson statistics
analysis.

Based on more than 30 million fully simulated background events from many SM processes the
major backgrounds for theW±Z0 signal are seen to derive from following processes:

• pp→ Z0Z0 → `+`−`+`− with one lepton undetected. (47.8%)

• pp→ Z0 + jet → `+`−+X with jet fake a lepton. (15.5%)

• pp→ tt̄ →W+W−bb̄. (17.4%)

• pp→ Z0/γ → `+`−+X. (12.4%)

The average statistical error for the background estimate using all the Monte Carlo samples listed in
theW±Z0 analysis for this note is about 13%. In some channels, such as theDrell−Yanprocess near the
Z0-peak, the background estimate has larger uncertainty since it is limited by the MC sample statistics.

5.4.2 Cross-section measurement uncertainty studies

The major systematic errors affecting diboson studies are catalogued in theW+W− analysis section. For
theW±Z0 analysis several additional studies of the uncertainties have been conducted:

• Jet energy scale and lepton energy scale uncertainties.
TheBDT has been trained with MC events simulated with the ’standard’ detector energy resolu-
tions and energy scale. For independent test samples, 10% and 3% are added to the jet and lepton
energy resolutions respectively and the reconstructed energy related quantities are ’smeared’ to
obtain the uncertainties of the diboson detection sensitivity (signal-to-background ratio). In this
study the signal efficiencies are fixed and changes to the background acceptance are gauged. The
results are summarized in Table 34. As an example, for BDT signal selection efficiency of 60%,
the change of the signal-to-background ratio is 3.4%.

• BDT training stabilities with different event weighting and different test samples.
As described in a previous section, each event is given an initial weight forBDT training. This
weight of an MC process is defined as the ratio of number of expected events for a given integrated
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Figure 38: Transverse momentum distribution of theZ0 from W±Z0 before and after theBDT cut (left);
BDT selection efficiency as a function of transverse momentum of theZ0 (right).

Table 34: Change of background acceptance in test ofBDT (W±Z0 vs. Z0Z0) performed by smearing
jet energyE jet and MissingET , /ET by additional 10% resolution, and the lepton energyE`

T by additional
3%.

Signal Efficiency Background Eff. Background Eff. Background Eff.
No additional smearing 10% forE jet & /ET 10% forE jet& /ET , 3% forE`

T

40% 3.96% 4.19% (+5.7%) 4.23%(+6.7%)
50% 8.59% 8.91% (+3.7%) 9.00%(+4.8%)
60% 14.55% 14.87% (+2.2%) 15.08%(+3.7%)
70% 22.27% 22.70% (+2.0%) 23.02%(+3.4%)

luminosity (1 f b−1) and number of generated MC events (Nexp/Ngen). A test in which the weight
of training events has been varied by 20% has been performed. The resultant change of the signal
to background ratio is less than 6%

A ’software release’ test has also been performed: TheBDT was trained with the MC samples pro-
duced using software release v11.0.42 and the results obtained by test samples from both release
v11.0.42 and by v12.0.6.4 were compared. These test results for the signal are shown in Figure 39.
By varying theBDT cuts from 200 to 300, the change in the signal efficiencies range from 0.2%
to 0.8%.

• Uncertainty test usingBootstrapsampling method.
A study the optimalBDT training and test procedure: ABootstraptest method is used to perform
the BDT analysis by selecting events for training and test randomly. At each point for which a
given fraction of events are selected for training the test is repeated 50 times. For a fixed signal ef-
ficiency, the mean background acceptance and the uncertainties (RMS) are determined. Figure 40
shows the test results. The left plot shows the background acceptance for each given signal effi-
ciency as a function of the event percentage for training. The right plot shows the related errors
of the background acceptance as a function of the event percentage for training. From this plot,
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Figure 39: TheBDT output spectra comparison:BDT training used CSC11 MC sample, andBDT test
used both CSC11 and CSC12 samples. The output spectrum shows the stability of theBDT analysis
technique.

for signal efficiency around 50-70% (the range we select events using theBDT cut), the relative
errors of the background acceptance are around 13-18% when using 50-60% events for training.
In the BDT analysis 50% of the events are always allocated for training and 50% for tests. The
background uncertainties are consistent with the calculated statistical errors based on total events
and selected events. We conclude that theBDT training uncertainties are small compared to large
statistical uncertainties due to limited background statistics.

Also performed are MC ’experiments’ where theBDT spectra are used to fit theW±Z0 production
cross section and to extract theW+W−Z0 triple gauge boson couplings. Figure 41 shows the expected
observation for 0.1 f b−1 and 1.0 f b−1 integrated luminosity. In those plots the points are simulated MC
data based on expected total number of events with Poisson statistics fluctuations, the red histograms are
expected contribution fromW±Z0 signal, and the blue histograms are the overall background contribu-
tions.

To minimize the cross section measurement uncertainties, the cross section fitting ’experiments’ have
been performed with different cuts on theBDT output spectrum. The MC experiments were done 100
times with randomly selected events corresponding to the integrated luminosities. The standard deviation
(RMS) of the fitted cross sections are considered as the measurement uncertainties. Figure 42 shows the
cross section fitting errors as a function of theBDT cut (the left plot) and the cross section fitting errors
as a function of integrated luminosity (the right plot). We observe that the proper cut on theBDT
output value could be set asBDT > 200, and the cross section measurement uncertainty would be totally
dominated by the systematic errors with data corresponding to an integrated luminosity of 10 fb−1.

5.5 Studies of the sensitivity to anomalousW+W−Z0 couplings

TheW±Z0 diboson production involves exclusively theW+W−Z0 coupling, which is different from the
W+W− diboson final state that contains bothW+W−Z0 andW+W−γ couplings. To avoid producing an
impractically large number of fully simulated events in non-SM anomalous coupling parameter space, a
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Figure 40: Left figure: Background acceptance as a function of percentage of events used forBDT
training for given signal efficiencies. Each point presented in the plot is averaged from 50 times randomly
selected events samples for test. The error bar is the standard deviation (RMS) of the mean value. Right:
Relative errors as a function of the percentage of the training samples.

re-weighting method was invoked to study the ATLAS detector sensitivities to theW+W−Z0 anomalous
coupling parameters. A brief description of this method is presented in Section 2.5 of this note. The
detailed procedure has been described in theW+W− analysis section. To extract the 95% C.L. sensitiv-
ity intervals of the anomalous parameters,∆κZ,∆gZ

1, andλZ, from theW±Z0 diboson final state, both
MT(W±Z0) (the transverse mass ofW±Z0) andPT(Z0) (the transverse momentum of Z) spectra were
used to fit the anomalous couplings.

5.5.1 The procedure to study the anomalous couplings

For anomalous TGC studies we rely on the BHO [21] MC program to produce the events in non-
SM coupling space, and use the kinematics of these events to re-weight the fully simulated events
produced by MC@NLO program. Figure 43 shows an example of the BHO MC program generated
pT(Z) distributions for differentW+W−Z0 couplings (∆κZ) and the differential cross section ratio,
dσ(non−SM)/dσ(SM). These ratios are used to reweight fully simulated SMW±Z0 events (from
MC@NLOgenerator).

The expected number of events for signal and for background are determined fromBDT based anal-
ysis. A BDT cut > 200 is used, resulting in 153 signal events and 16 background events for 1 fb−1

integrated luminosity.
An ’observation’ (n = ns + nb) is simulated by randomly pulling selected signal events from an

independent subset of the sample. To determine the background, the total backgroundpT andMT distri-
butions and the “observations” are fluctuated by Poisson statistics.

Figure 44 shows the expected signal+background of the SM, superimposed with the MC exper-
iment ’observations’ (points with error bars), and the non-SM (anomalous couplings) predicted sig-
nal+background histograms.
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Figure 41: The Boosted-Decision-Tree output spectra for signal and background. Events are normalized
to an integrated luminosity of 0.1 fb−1 (left) and 1.0 fb−1 (right). The points in plots are MC simulated
data based on total expected mean value of signal plus background, and fluctuated with Poisson statistics.

Binned maximum likelihood calculations are performed to find the 95% C.L. intervals of the anoma-
lous couplings. Figure 45 shows the 1-dimensional anomalous coupling limit fits based on the transverse
massMT(W±Z0) spectra for 0.1 fb−1 MC data.

5.5.2 One-dimensional 95% C.L. intervals

The summary of 1-dimensional 95% C.L. anomalous coupling parameter intervals based on theMT(W±Z0)
spectra fitting is given in Table 35. Results corresponding to 0.1, 1.0, 10.0 and 30.0 fb−1 integrated lu-
minosities for cutoff,Λ = 2 TeV andΛ = 3 TeV are listed. Even for 0.1 fb−1 integrated luminosity, the
ATLAS sensitivity toW+W−Z0 anomalous couplings could be at least 5 times better (tight) compared to
Tevatron experiment limits based on 1 fb−1 pp̄ collision data.

For comparison purposes, the summary of 1-dimensional 95% C.L. anomalous coupling parameter
intervals based on thepT(Z) spectra fitting is given in Table 36. Results corresponding to 0.1, 1.0, 10.0
and 30.0 fb−1 integrated luminosities for cutoff,Λ = 2 TeV andΛ = 3 TeV are listed. From this table
the results from thepT(Z) spectra fitting are seen to be less sensitive than those from theMT(W±Z0)
fitting. This could be explained that theMT(WZ) spectra contain both bosons’ kinematic information,
while pT(Z) spectra only contain the Z-boson kinematic information.

To understand the systematic error effects on the TGC sensitivity, three different systematic error
assumptions were considered:

• No systematic errors:σS = 0, andσB = 0.

• Assume 7.2% (5% + 6.5% Lumi.) for signal, and 12% (10% + 6.5% lumi.) for background.

• 9.2% uncertainty for signal, and 18.3% uncertainty for background. These values are based on
the diboson working group’ssystematic error assumption proposal, indicated in the WW analysis
section.
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Table 35: Summary of one-dimensional anomalous coupling parameter 95% CL sensitivities using the
MT(W±Z0) fitting for Λ = 2 TeV andΛ = 3 TeV for integrated luminosities of 0.1, 1.0, 10.0 and 30.0
fb−1.

Int. Lumi Cutoff Λ ∆κZ λZ ∆gZ
1

( f b−1) (TeV)

0.1 2.0 [-0.440, 0.609] [-0.062, 0.056] [-0.063, 0.119]
1.0 2.0 [-0.203, 0.339] [-0.028, 0.024] [-0.021, 0.054]
10.0 2.0 [-0.095, 0.222] [-0.015, 0.013] [-0.011, 0.034]
30.0 2.0 [-0.080, 0.169] [-0.012, 0.008] [-0.005, 0.023]

0.1 3.0 [-0.399, 0.547] [-0.050, 0.046] [-0.054, 0.094]
1.0 3.0 [-0.178, 0.281] [-0.020, 0.018] [-0.017, 0.038]
10.0 3.0 [-0.135, 0.201] [-0.015, 0.013] [-0.013, 0.018]
30.0 3.0 [-0.069, 0.131] [-0.008, 0.005] [-0.003, 0.016]

Table 36: Summary of one-dimensional anomalous coupling parameter 95% CL sensitivities using the
pT(Z) fit for Λ = 2 TeV andΛ = 3 TeV for integrated luminosities of 0.1, 1.0, 10.0 and 30.0 fb−1. Note
that the results from thepT(Z) fit are less sensitive than those from theMT(WZ) fit.

Int. Lumi Cutoff Λ ∆κZ λZ ∆gZ
1

( f b−1) (TeV)

0.1 2.0 [-0.950, 1.140] [-0.204, 0.194] [-0.228, 0.325]
1.0 2.0 [-0.574, 0.692] [-0.093, 0.083] [-0.106, 0.158]
10.0 2.0 [-0.228, 0.302] [-0.033, 0.027] [-0.022, 0.070]
30.0 2.0 [-0.164, 0.212] [-0.026, 0.018] [-0.009, 0.055]

0.1 3.0 [-0.910, 1.090] [-0.177, 0.169] [-0.206, 0.285]
1.0 3.0 [-0.539, 0.643] [-0.077, 0.069] [-0.090, 0.125]
10.0 3.0 [-0.206, 0.267] [-0.024, 0.022] [-0.018, 0.052]
30.0 3.0 [-0.148, 0.192] [-0.021, 0.015] [-0.008, 0.043]
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Figure 42: The relative errors of the cross section fitting as a function of theBDT cut (the left plot) and
the cross section fitting errors as a function of integrated luminosity (the right plot).

The 95% CL 1-dimensionalWWZ anomalous coupling limits based on thepT(Z) fit, and using
Λ = 2TeV for different systematic error assumptions are listed in Table 37. From this table it is seen that
only when reaching 30 fb−1 integrated luminosity do the systematic errors become significant enough to
effect the TGC sensitivities.

5.5.3 Two-dimensional 95% C.L. contours

The studies on theWWZanomalous couplings in 2-dimensional space are also based on thepT(Z) fits
for different luminosities (0.1, 1.0, 10.0 and 30.0 fb−1) and for two cutoff values,Λ = 2 TeV and 3TeV.
The AC limit contours are not very sensitive to these cutoff values.

Figure 46 shows the 2-dimensional 95% C.L. contours of the anomalous coupling limits based on
the pT(Z) fit for Λ = 2 TeV:

• The left-top plot shows the contour inλZ and∆κZ = ∆gZ
1 space;

• The right-top plot shows the contour in∆κZ and∆gZ
1 space with (λZ = 0);

• The left-bottom plot shows the contour inλZ and∆κZ space with (∆gZ
1 = 0);

• The right-bottom plot shows the contour in∆gZ
1 andλZ space with (∆κZ = 0).

The different systematic error effects on the 2-dimensional TGC sensitivity contour are shown in
Figure 47: the left plot shows the 95% CL TGC limit contour without including the systematic errors
in parameter space ofλZ vs. ∆κZ = ∆gZ

1; the right plot shows the 95% CL TGC limit contour with the
systematic errors (σS = 9.2%, σB = 18.3%) in parameter space ofλZ vs. ∆κZ = ∆gZ

1. Again, we see that
the systematic errors become significant when integrated luminosity reaches 30 fb−1.

5.6 Summary of the TGC studies inW±Z0 analysis

Using the fully simulated ATLASW±Z0 events with tri-lepton plus/ET final states (eeeν , eeµν , µµeν ,
and µµµν) we have studied the ATLAS detector sensitivities to the anomalousW+W−Z0 trilinear gauge
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Figure 43: Left plot, ThepT(Z) distributions for differentW+W−Z0 couplings (∆κZ) and right plot, the
differential cross section ratio,dσ(non−SM)/dσ(SM).

boson couplings:λZ, ∆κZ, and∆gZ
1. The largest available MC background samples (∼ 30 million) have

been included and both Z-boson transverse momentumpT(Z) and theWZ dibosonMT(WZ) kinematic
information has been used to determine theWZanomalous coupling sensitivity. Our results indicate that
ATLAS WWZTGC sensitivity should greatly improve the Tevatron and LEP limits with the first 30 fb−1

integrated luminosity:

−0.069 < ∆κZ < 0.131, −0.008 < λZ < 0.005, −0.003 < ∆gZ
1 < 0.016.
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Figure 44: The expected signal+background of the SM, superimposed with the MC experiment “obser-
vations” (points with error bars showing statistical uncertainty), and the non-SM (anomalous couplings)
predicted signal+background histograms (red and blue dashed lines). the left plot is for 0.1 fb−1 and the
right plot is for 30 fb−1.
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Figure 45: One-dimensional anomalous coupling limit fits based on theMT(W±Z0) spectra for 0.1 fb−1

data. When varying one anomalous coupling parameter for fitting, the other parameters are fixed to SM
values.
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Table 37: Comparison of one-dimensional anomalous coupling parameter 95% CL sensitivities for differ-
ent systematic errors. Results obtained in this table are using thepT(Z) fit for Λ = 2 TeVandΛ = 3 TeV
for integrated luminosities of 0.1, 1.0, 10.0 and 30.0 fb−1.

Systematic Int. Lumi CutoffΛ ∆κZ λZ ∆gZ
1

errors (f b−1) (TeV)

σS = 0 0.1 2.0 [-0.942, 1.130] [-0.203, 0.193] [-0.227, 0.324]
σB = 0 1.0 2.0 [-0.561, 0.664] [-0.093, 0.082] [-0.106, 0.154]

10.0 2.0 [-0.233, 0.231] [-0.033, 0.024] [-0.025, 0.061]
30.0 2.0 [-0.128, 0.136] [-0.024, 0.013] [-0.009, 0.047]

σS = 7.2% 0.1 3.0 [-0.950, 1.140] [-0.204, 0.194] [-0.228, 0.325]
σB = 12.0% 1.0 3.0 [-0.574, 0.692] [-0.093, 0.083] [-0.106, 0.158]

10.0 2.0 [-0.228, 0.302] [-0.033, 0.027] [-0.022, 0.070]
30.0 2.0 [-0.164, 0.212] [-0.026, 0.018] [-0.009, 0.055]

σS = 9.2% 0.1 3.0 [-0.956, 1.150] [-0.204, 0.194] [-0.229, 0.326]
σB = 18.3% 1.0 3.0 [-0.583, 0.706] [-0.094, 0.084] [-0.106, 0.159]

10.0 2.0 [-0.241, 0.316] [-0.033, 0.028] [-0.024, 0.071]
30.0 2.0 [-0.184, 0.228] [-0.028, 0.020] [-0.011, 0.056]
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Figure 46: Two-dimensional 95% C.L. contour of theWWZAC limits based onpT(Z) fit for Λ = 2 TeV.
The left-top plot shows the contour inλZ and∆κZ = ∆gZ

1 space; the right-top plot shows the contour in
∆κZ and ∆gZ

1 space with (λZ = 0); the left-bottom plot shows the contour inλZ and ∆κZ space with
(∆gZ

1 = 0); the right-bottom plot shows the contour in∆gZ
1 and λZ space with (∆κZ = 0). The AC

limit contours from outer to inner corresponding integrated luminosities of 0.1, 1.0, 10.0 and 30.0 fb−1,
respectively.

Figure 47: The left plot: 95% C.L.WWZTGC limit contour without including the systematic errors
in parameter space ofλZ vs. ∆κZ = ∆gZ

1; The right plot: the 95% C.L.WWZTGC limit contour with
the systematic errors (σS = 9.2%, σB = 18.3%) in parameter space ofλZ vs. ∆κZ = ∆gZ

1. The AC
limit contours from outer to inner corresponding integrated luminosities of 0.1, 1.0, 10.0 and 30.0 fb−1,
respectively. We should notice that the systematic errors become significant when integrated luminosity
reaching 30 fb−1.
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6 W±γ production and the WWγ couplings

6.1 W±γ production mechanism

The leading order (Born) Feynman diagrams forW±γ production are show in Fig. 48. The left diagram
is the W production with the initial state photon radiation (ISR). The middle diagram is the W production
with a photon radiating from the W. This diagram contains theWWγ vertex of interest. The right diagram
is the W production with leptonic decays with a photon radiating from the final state lepton (FSR). The
`±νγ events from FSR process are considered as the background of theW±γ diboson signals.

W

γ

q′

q

ν

`

W

γ

q′

q

ν

`

W
γ

q′

q

ν

`

ISR WWγ FSR

Figure 48: Feynman diagrams forWγ production. The W production with the ISR (initial state sadiation)
and the W radiating a photon with theWWγ vertex (left and middle diagrams) are considered as our
signal. The right diagram is the W production with a photon radiating from the final state lepton (FSR),
which is considered as theW±γ background.

TheW±γ production cross section is highly depending on the transverse energy cut on the photon,
and on the separation of photon and final state lepton,∆R(`,γ). We show theW±γ production cross
sections in Table 38. We list the LO calculations done byPYTHIAprogram usingCETQ6L PDF with
different photonET(γ) cuts. We also list the calculations done by BHO program for both LO and NLO
cross sections. ForET(γ) > 25 GeV, both programs give basically the same LO cross sections. The
k-factors which are defined the cross section ratio:dσ(NLO)/dσ(LO) are given in the table as well.

TheET(γ) distributions of Pythia and BosoMC (BHO) LO calculation (Fig. 49) are consistent. The
NLO calculation gives a higherET(γ) tail. and the increase to LO is approximately linear.

Table 38: Production cross sections ofW±γ events for a single lepton decay flavor ofW± → l±ν . The
k-factor is derived for BHOσ(NLO)/σ(Born). TheE∗

T(γ) is the photon energy in CM frame.

PYTHIA W+γ W−γ W+γ W−γ

(condition) E∗
T(γ) > 10 GeV ET(γ) > 25 GeV

σ(Born) (pb) 10.22 6.82 2.56 1.71

BHO W+γ W−γ W+γ W−γ

(condition) ET(γ) > 10 GeV ET(γ) > 25 GeV

σ(Born) (pb) 11.66 8.15 2.56 1.72
σ(NLO) (pb) 19.26 13.63 5.25 3.75

k-factor 1.65 1.67 2.05 2.18
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Figure 49: ET(γ) distributions ofW±γ events of Pythia and BosoMC calculations (right). Pythia distri-
bution is normalized to BosoMC forET(γ) > 25 GeV, where both programs give consistent production
cross section. For comparison of theET(γ) slopes, the BosoMC NLO distribution is normalized to the
LO statistics, and the ratio as a function ofET(γ) is plot (right).

6.2 Experimental signal and background

We focus our studies on pure W leptonic decay final states.

pp→W±
γ → `±νγ (` = a, µ).

The experimental signature is the final states with one highPT lepton, one highPT photon and large
transverse missing energy/ET . Major background contribute to such final states are events from the
processes:

• qq̄′→W±→ `±ν (`→ `γ), where photon come from lepton final state radiation.

• W/Z+ jetsor event underlying remnants, with meson faking a photon, or quark final state radiates
a photon.

Photon isolation cut can effectively reject these background.
Production ofW±γ events in leptonic decay channels are investigated with the ATLAS CSC datasets

produced byatlas-software version 12.0.6. The datasets used (Table 39) are of Pythia leading order
simulations for the Standard Model leading order production of inclusiveW± production of proton-
proton collisions at

√
s= 14 TeV. Previous studies of the prospect ofW±γ measurement were conducted

with the ATLAS fast simulations reported in [34,35].
The PythiaW±γ datasets (CSC dataset 5909 and 5910) include the ISR and theWWγ vertex dia-

grams. TheWWγ vertex introduces a destructive interference of’zero amplitude’at cosθq̄,γ =±1/3 for
W± production, whereθq̄,γ is the photon scattering angle to the incoming anti-quarks.

The Pythia simulation ofW± inclusive events (CSC datasets 5104, 5105) includes channels of ISR
photons from colliding quarks and FSR photons fromW± decay leptons. It does not include theWWγ

triple gauge coupling (TGC) term. The inclusiveW± production cross section is 17440 pb−1 with 0.83%
of the events containing an ISR photon.
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Table 39: Datasets used for the studies ofW±γ production. Listed are the dataset name, ATLAS software
version, number of events generated and the corresponding integrated luminosity forpp collisions at√

s= 14 TeV.

CSC dataset ID process cuts version Events pb−1

5909TW W → µν)γ E∗
T(γ) > 10GeV 12.06.04 64k -

5910TW W → `ν)γ E∗
T(γ) > 25GeV 12.06.01 6.6k -

5105 W → µν - 12.06.01 270k 23
5105TW W → µν - 12.06.02 121k 10

5104 W → eν - 12.06.01 460k 42
5104TW W → µν - 12.06.02 392k 36
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Figure 50: Trigger efficiencies ofmu20i, e25i andg60 estimated withW± decay leptons and ISR pho-
tons. The reference are the muons, electrons, and photons ofmuon boy andIsEM 0x7FF reconstruction
that match withMCtruth.
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6.3 Selection ofW±γ → l±γ events

TheW± bosons are selected for leptonic decay channels ofW±→ l±ν . An electron is anIsEM object of
category0x7FF that matches with an inner detector particle track. A photon is anIsEM 0x7FF object
without a matching track. A muon is amuon boy object. TheW± decay leptons are tagged by the
MCtruth for particle four momentum and decay records. TheW±γ candidates are inclusivee±γ or µ±γ

events having only one electron or muon observed and the absence of the oppositely charged lepton of
the same type. The photon is the most energeticIsEM photon.

Trigger efficiencies were investigated for the Event-Filter (EF) words ofmu20i (isolate muon of
pT > 20 GeV),e25i (isolate electron ofpT > 25 GeV), andg60 (photon ofET(γ) > 60 GeV). The
references are the reconstructed muons, electrons, and photons that match with theMCtruth tags of
generated particles. The single particle trigger efficiencies are best evaluated with theW±γ datasets for
having only one energetic lepton ofW± decay, and a ISR photon ofET(γ) > 25 GeV. The distributions
shown in Fig. 50 are the event fractions of reconstructed particles with EF words ”True” or ”False”. The
mu20i trigger efficiency for a single muon ofpT > 25 GeV is 75 %. Thee25i trigger has a uniform
spectra inη andpT(e) and the efficiency reaches 90 %. The photong60 trigger has imposed a very high
energy threshold ofET(γ) > 60 GeV. The efficiency is 100 % in the full ECAL coverage of|η | < 2.3.
The tests were also conducted forZ events with both decay leptons reconstructed in the detector fiducial
volume. The trigger efficiencies are close 100 %, as the two leptons provide redundancy in firing the
trigger words.

By MCtruth records we tag an “ISR event” with the photon generated from ISR andWWγ diagrams,
and a “FSR event” with the photon emitted from theW± decay lepton. The FSR photons are distinguish-
able by the event topology for having close opening angles to theW± decay leptons. The distributions of
W±γ events are shown in Fig. 51. The event missing transverse energy (/ET) is used to represent the un-
detected neutrino ofW± decay. The transverse masses of the observables,mT(l±, /ET) andmT(l±, /ET ,γ),
also wear signatures for photon types. ThemT(W,γ) variable in use is given by

ET(W) = ET(/ET)+ET(`) ET(W,γ) = ET(γ)+ET(/ET)+ET(`)
pi(W) = Ei(/ET)+ pi(`) pi(W,γ) = pi(γ)+Ei(/ET)+ pi(`)
mT(W) = (ET(W)2− px(W)2− py(W)2)1/2 mT(W,γ) = (ET(W,γ)2− px(W,γ)2− py(W,γ)2)1/2

(1)
Background toW±γ is dominated by the inclusiveW± events with a fake photon. Contamination

from inclusiveZ events is also considerable. In Fig. 51 we also showZ events with one lepton escaping
detection and a photon of any type reconstructed.

6.4 W±γ analysis using Boosted Decision Trees

Selection of inclusiveW± andW±γ events were estimated with the CSC Pythia datasets for inclusive
W± production and WPhoton10 for signal photons of ISR andWWγ diagrams. Background of FSR and
fake photons were estimated with the inclusiveW± datasets. The number of events to be observed for an
integrated luminosity of 1 fb−1 are listed in Table 40.

The candidateW±γ events consist of one energetic electron or muon plus a photon. It is easily
contaminated by events of other physics processes. With data of atlas-software version 11, we had
studiedtt̄ background and found that background jet based physics processes can be easily discriminated
by the event missingET and jet multiplicities. The only irreducible background is theZγ events with
one of theZ decay lepton escaping detection or mis-identified. Theeγ events are contaminated by the
Z→ eeevents, with one of the electron mis-identified as a photon, and the event rate is five times to the
W±γ with an ISR orWWγ photon. Luckily this background can be discriminated by the invariant mass
of m(eγ) that consists withm(Z).
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Figure 51: Distributions ofW±(µ±ν)γ event variables, with a photon of ISR, FSR, fake background,
and of inclusiveZ contamination.

Table 40: Number ofW± andW±γ events for an integrated luminosity of 1 fb−1. Photons are tagged
for signal photon of ISR andWWγ vertex, and background of FSR and fake photon. Contamination of
inclusiveZ events is also listed. The ISR signal to noise ratios are 0.95 and 0.98 for electron and muon
channels, respectively.

Pythia W inclusive (σ(W → eν) = 17440 pb−1) Z inclusive WPhoton10
Detectable e± +ISR γ +FSRγ +fake γ Z(ee/)γ e±+Signalγ
ET(γ) > 10 GeV 6.7 M 5760 11440 7890 32480 1710
BDT cut (ε = 67 %) − − 242 791 101 1145
NLO scaled background (k=1.3) 1474 (k=1.66) 1901

Pythia W inclusive (σ(W → µν) = 17440 pb−1) Z inclusive WPhoton10
Detectable µ± +ISR γ +FSRγ +fake γ Z(µµ/)γ µ±+Signalγ
ET(γ) > 10 GeV 11.1 M 9100 28410 10250 3950 2680
BDT cut (ε = 67 %) − − 413 961 409 1793
NLO scaled background (k=1.3) 2318 (k=1.66) 2976
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The Boosted Decision Tree method is conducted forW±γ events with three trainings to separate 1)
FSR photon from the rest, 2) signal photons (of ISR andWWγ diagrams) from fake photon, and 3) signal
photons from the contamination ofZ inclusive events. The 19 variables used in the decision trees are
illustrated in Fig. 52, for events ofW±(e±ν) plus an ISR photon andZ(ee) contamination. Almost every
variable shows distinguishable feature for decision tree training. The test scores are plotted in Fig. 53
for the three trainings. The cuts chosen for ISR selection corresponds to a selection efficiency of 65 %
for the WPhoton10 dataset with Signal (of WPhoton10) to Noise (ofW inclusive) ratio of 0.95 (0.98) for
electron (muon) final state, respectively. The number of events selected with the BDT cuts are listed in
Table 40.

The Boost Decision Tree discriminates signal photons (ISR and WWγ) effectively from FSR and
fake photon in the highET(γ) region. Illustrated in Fig. 54 are the selection efficiencies as functions
of ET(γ) and mT(W±,γ) transverse mass. One sees fast climbing curves to highET(γ) (mT(W±,γ)
regions that is sensitive to discovery of new phenomenon beyond Standard Model predictions. The
photonET(γ) distributions ofW±γ candidates selected before and after the decision tree cuts are show
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Figure 52: Distributions of event variables used in Boosted decision tree forW±(e±ν)γ with signal of
ISR photons and background of inclusiveZ(ee) contamination.
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Figure 53: Test scores of the three trainings forW±γ events of four photon types of FSR, ISR, fake
background and inclusiveZ contamination). The training and tests are separated forW± decays to
electron (left) and muon (right) final states. The arrows indicate cuts chosen to optimized selection of
ISR photon.

pT(γ) GeV

 ε
(B

D
T 

se
le

ct
ed

) W(µν)γ

mT(W,γ) GeV

0

0.2

0.4

0.6

0.8

1

1.2

0 50 100 150 200
0

0.2

0.4

0.6

0.8

1

1.2

0 100 200 300 400

Figure 54: BDT selection efficiencies as a function of theET(γ) and the transverse mass ofmT(W±,γ).
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Figure 55: ET(γ) distributions of reconstructedW±γ events (upper row) and after decision tress cuts
(lower row), forW± decays into electron (left) and muon pairs (right). The distributions are normalized
(by about a factor two to ISR and a factor 14 to background) to the 1 fb−1 expectation.

in Fig. 55, for both thee±γ andµ±γ channels. The background of fake photons are distributed mostly
in low ET(γ) region. Fake photons originate from meson of underlying and jet secondaries. Theµ±γ

channel has little inclusiveZ contamination. Thee±γ channel is contaminated by theZ → e+e− events
with one electron mis-identified as a photon distributed inET(γ) ∼ 40 GeV. The decision tree selection
is effective in suppressing fake photons andZ background. TheET(γ) spectra of ISR photons also shows
the dominance over background inET(γ) ∼ 20 GeV region (similar to theZγ case). The distributions
are normalized to 1 fb−1 expectation. The event statistics using WPhoton10 dataset for signal photons
is sufficient, however, the background events of inclusiveW dataset are very limited, showing large
fluctuation that does not represent the 1 fb−1 statistics.

TheW±γ events of WPhoton10 simulation has included theWWγ coupling that has a destructive
radiation zero amplitude at cosθq̄,γ = ±1/3 (for W±) for the ISR scattering angle to the colliding anti-
quark. The distribution of(η(l±)−η(γ)) is suppressed near zero, and is asymmetric for having more
W+γ events in the forward+η region and moreW−γ events in−η region. Plotted in Fig.56 are the
Radiation Zero spectra multiplied byW± charge,QW · (η(l±)−η(γ)), for ISR, FSR and background
of fake photons andZ contamination. The distributions of FSR and fake photons are approximately
uniform in η . Given the large statistics ofW±γ events to be observed for 1 fb−1 of data, the Radiation
Zero amplitude phenomenon can be observed quantitatively.

With the boosted decision tree method we gain the flexibility for not having to impose selection cuts
on individual event variables. The final selection is on the decision tree test scores is effective and have
preserved the kinematic range for variables likeET(γ) for physics study. By the topological distributions
of ISR and FSR photons, we will be able to differentiate their contributions and may be used to probe
physics contents beyond the Standard Model.
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Figure 56: Distributions ofQW · (η(l)−η(γ)) for reconstructedW±γ candidates (upper row) and after
decision tree cuts (lower row), forW± decays in electron (left) and muon (right) channels. The dis-
tributions are normalized (by about a factor two to ISR and a factor 14 to background) to the 1 fb−1

expectation.

6.5 WWγ coupling

6.5.1 WWγ coupling parameters

Measurement ofW±γ production provides a direct investigation of the triple gauge boson couplings of
WWγ interaction (Fig.48) with the effective Lagrangian given by

iL WWγ/gWWγ = Aµ(W−
µνW+ν −W+

µνW−ν)

+(1+∆κγ)W+
µ W−

ν Fµν +
λγ

M2
W

FµνW+ρ

ν W−
ρµ . (2)

The Standard Model describes theWWγ coupling with the two parameters,∆κγ and λγ , equal zero.
The signature of anomalous TGC coupling, indicating new physics at much higher energy scale, will be
observed with higher event rate ofW and photons produced in high transverse momentum regions.

Dependence of anomalousWWγ coupling is evaluated with the BosoMC program [34]. The distri-
butions shown in Fig. 57 are examples of transverse momenta and transverse mass of observables with
a set of non-zero∆κγ andλγ values. TheET(γ) distribution has outstanding sensitivity to∆κγ andλγ .
It is used for binned log likelihood calculations to evaluate the confidence limits of anomalous coupling
amplitudes.

The CSC datasets are of Pythia simulation of the Standard Model leading order calculation with
∆κγ = 0 andλγ = 0. We first compare theET(γ) andmT(W±,γ) distributions of selectedW±γ events,
shown in Fig. 58, with those of Monte Carlo generators. The event selection efficiency increases with
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Figure 57: Distributions of transverse momenta and transverse masses ofWγ final state particles of
BosoMC calculations withλγ = 0.2 and∆κγ = 0.4.
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Figure 58: Distributions ofET(γ) Wγ events (points) in comparison with the MCtruth of CSC data and
LO Standard Model distributions of BosoMC calculations.
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ET(γ) and reaches a uniform plateau atET(γ) around 80 GeV (Fig. 54). In highET(γ) region the
distribution (Fig. 58.a) is consistent with the Pythia MCtruth and the BosoMC LO calculation. The
CSC datasets have not included anomalous coupling in the simulations. The agreement with Pythia and
BosoMC distributions gives us the the confidence to reweigh the CSC data distributions according to the
BosoMC calculations for dependence on the∆κγ andλγ parameters.

6.5.2 Confidence limits for anomalousWWγ coupling

The BosoMC has imposed a form factor on the coupling parameters for conservation of unitary at arbi-
trary energy scale. The twoWWγ coupling parameters are expressed by

∆κγ = ∆κγ0/(1+
m2

Wγ

Λ2
FF

)n, λγ = λγ0/(1+
m2

Wγ

Λ2
FF

)n, (3)

with n = 2, Λ = 2 TeV applied in this practice. The production ofWγ events increases with∆κγ and
λγ . It is demonstrated by the two dimensional contour plot in Fig. 59 for the integrated cross section of
events with photonET(γ) larger than 50 GeV.

The selectedW±γ events are limited by the data statistics for presenting the integrated luminosity
of 1 fb−1 or higher. In order to better present the expectedET(γ) distributions we did parameterization
for the ”background-subtracted” distributions of leading order expectation, and the confidence intervals
of anomalous coupling parameters were calculated by binned likelihood estimation to these curves. The
background in higherET(γ) region drops faster than the signal. It indicates that the uncertainty in back-
ground scaling is not significant as the likelihood depends mostly on the shape of distribution in high
ET(γ) region.
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Figure 59: Dependence on the anomalous∆κγ andλγ parameters is illustrated by the ratio of production
cross section to the Standard Model forWγ of with ET(γ) > 50 GeV.
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Although the CSC data is simulated for Standard Model leading order expectation. With the NLO
calculations of BosoMC, we may study the NLO sensitivity to anomalous TGC parameters by scaling the
Standard Model observables accordingly. TheET(γ) spectra of selected events were first scaled to NLO
expectation according to the linear increase ofσ(NLO)/σ(Born) in ET(γ) (Fig. 49), and the expected
number of events normalized by the k-factor in Table 38. The dependence on the anomalous coupling
parameters were evaluated and scaled by the weight distributions of BosoMC calculation of

R(ET ;λγ ,∆κγ) = σ(ET ;λγ ,∆κγ)/σ(ET ;0,0). (4)

The confidence intervals of∆κγ andλγ are estimated by binned log likelihood functions on the histogram
of

− logL(ytot,λγ ,∆κγ) = ytot−∑
i

ni logyi(ytot,λγ ,∆κγ) (5)

whereyi is the hypothesis for thei-th bin with measurable ofni events. From the reference distributions
of CSC data we scale the histograms to the integrated luminosity expected, and the histograms employed
for confidence interval calculations are prepared with

1. the Mock data histograms (ni): are the scaled reference distributions with the number of events of
each bin smeared by a random Poisson distribution.

2. the Test hypotheses ofλγ and∆κγ (yi): are the reference distributions multiplied byR(ET ;λγ ,∆κγ).
Monte Carlo of BosoMC were conducted for a carpet scan in steps of 0.01 for bothλγ and∆κγ . The
R(ET ;λγ ,∆κγ) in Eq. 5 is return by interpolation of the BosoMC distributions.

The confidence intervals are calculated forW±γ events of electron and muon decays channels sepa-
rately. Shown in Fig. 60 are an example applied to theET(γ) of W±(µ±ν)γ distribution normalized to 1
fb−1. The signal expectations of LO and NLO are shown by the dashed and dotted line in Fig. 60.a. The
binned log likelihood functions for signal expectation and mock data are plotted in Fig. 60.c and d for the
two anomalous coupling parametersλγ and∆κγ. The 95 % confidence countor is plotted in Fig. 60.b and
the intervals obtained are listed in Table 41. These values are competitive to the LEP combined result of
−0.089< λγ < 0.20 and−0.13< ∆κγ < 0.13 [36].

The theoretical understanding by the LO calculations of Pythia and BosoMC is consistent well within
5 %. The dominant systematic certainty may be attributed by the parton density functions that is not yet
investigated. Also note that theET(γ) slope of NLO differs from LO. With the sensitivity estimated on
anomalous coupling parameters, we would be able to distinguish NLO expectation from LO by as little
as 1 fb−1 of data.

Table 41: 95% confidence intervals for the anomalousWWγ coupling parameters obtained with the
ET(γ) of NLO expectations.

W(eν)+ ISRγ W(µν)+ ISRγ

1 fb−1 10 fb−1 30 fb−1 1 fb−1 10 fb−1 30 fb−1

λγ [-0.12, 0.07] [-0.07, 0.03] [-0.05,0.02] [-0.09, 0.05] [-0.05, 0.02] [-0.03,0.01]
∆κγ [-0.53, 0.30] [-0.34, 0.12] [-0.28,0.08] [-0.46, 0.23] [-0.30, 0.09] [-0.13,0.06]
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Figure 60: The Log likelihood was calculated for theET(γ) distribution of NLO expectation of 1 fb−1

of data in a). The 95 % confidence contour is plotted in b), and the log likelihood functions ofλγ and
∆κγ are plotted in c) and d), respectively.
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7 Study ofZ0γ production

7.1 Z0γ production mechanism

The Standard Model leading order Feynman diagrams forZ0γ production are shown in Fig. 61. The
initial state photon radiation (ISR) in s-channelZ0/γ∗ production (left diagram) is considered as our
signal, and the final state radiation (FSR)Z/γ∗ process is considered as theZ0γ signal background. The
ZγV vertex is forbidden at the tree-level in Standard Model. The anomalousZγV couplings could be
investigated.

Z/γ∗

γ

q̄

q

¯̀

`

Z/γ∗
γ

q̄

q

¯̀

`

ISR FSR

Figure 61: Born diagrams of theZ0γ production in hadron collider.

The Pythia calculated LO cross sections forZ0 plus an ISR photon are compared to theBHO pro-
gram [21]. The production cross sections are listed in Table 42. The CSC ZPhoton10 dataset (5189) of
process number MSUB(19)=1 is generated with a cutoff of CKIN(3)=10 GeV for the transverse momen-
tum of 2→ 2 hard scattering of theqq̄→ Z0 production. The ZPhoton10 cross section is lower than the
cross section ofET(γ) > 10 GeV, due to the round off of events which failed CKIN(3)> 10 GeV. Thus
we compare cross sections at a higher threshold ofET(γ) > 25 GeV, with the Pythia value derived by
the event fraction in ZPhoton10 dataset. The Next Leading Order (NLO) contribution is evaluated with
the BHO. The BHO calculations has excludedZ0,Jet events that contributes to inclusiveZ0γ production
with final state ofZqγ. The k-factor of the NLO cross sections to the LO calculations are also given.

7.2 Z0γ Monte Carlo datasets

Production ofZ0γ events in leptonic decay channels were investigated with the ATLAS CSC datasets
of full detector simulation and the reconstruction ofatlas-software version 12.0.6. The datasets in use

Table 42: Production cross sections ofZ and an ISR photon with single lepton flavor ofZ → `` decay.
The k-factor is derived by the BHOσ(NLO)/σ(Born).

Pythia ZPhoton10 CKIN(3)> 10 GeV ET(γ) > 25 GeV
σ (LO) (pb) 5.28 1.39

BHO ET(γ) > 10 GeV ET(γ) > 25 GeV
σ (Born) (pb) 4.65 1.30
σ (NLO) (pb) 5.44 1.70

k-factor 1.17 1.30
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(listed in Table 43) are of Pythia generator [20] simulations for the Standard Model leading order (LO)
production of inclusiveZ0 events at the proton-proton collisions of

√
s= 14 TeV. Previous studies of the

prospect ofZ0γ measurement were investigated with the ATLAS fast simulation reported in [33].
The Pythia simulation of inclusiveZ0 boson production (CSC dataset 5144, 5145) has included initial

state radiation (ISR) of photons irradiated from the colliding quarks, and final state photon radiation
(FSR) from theZ0 decay leptons. The production cross section is 1675 pb−1, with 0.83 % of the events
containing an ISR photon with aET(γ) threshold of about 5 GeV.

Table 43: Datasets in use for the study ofZ0γ production. Dataset name, version, number of events
generated, and the corresponding integrated luminosity are listed.

CSC dataset ID dataset name version Events pb−1

5899TW Zphoton10(ee,µµ) 12.06.04 66k -
5900 Zphoton25(ee,µµ) 12.06.01 6.6k -
5900TW Zphoton25(ee,µµ) 12.06.01 31.2k -

5145 PythiaZmumu 12.06.01 241k 161
5145TW PythiaZmumu 12.06.02 492k 329

5144 PythiaZee 12.06.01 360k 252
5144TW PythiaZee 12.06.02 192k 134
5144TW PythiaZee 12.06.04 493k 348

7.3 Detections of leptons and photons

TheZ0 bosons are reconstructed with a pair of oppositely charged leptons of the same type. Electrons
are selected with theIsEM objects of category0x7FF that match with inner detector particle tracks.
Photons are also of theIsEM 0x7FF category without matching track. Muons are objects inmuon boy
data bank. TheZ0 decay leptons are tagged with theMCtruth bank that contains theHEPEVT of
generator particles and their four momentum. By matching reconstructed particle direction with those
of MCtruth, the origin of the reconstructed particles is identified. Shown in Fig. 62 are the resolution
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Figure 62: Plotted are the deviation in reconstructed energy and direction to theMCtruth parameters for
ISR photons ofET(γ) > 25 GeV.
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Figure 63: Reconstruction efficiencies of (a,b)muon boy muon’s, (c,d)IsEM 7xFF electrons ofZ0

decay, and (e,f) ISR photons ofET(γ) > 25 GeV.

of reconstructed photon energy and direction to theMCtruth parameters. The photons were selected
from ISR withET(γ) > 25 GeV. The energy resolution is 4 %, and the RMS of∆R= (dη2 +dφ2)1/2 is
0.018 Rad. Similar evaluations were also applied toZ0 decay leptons. The muon energy resolution is
12 % and the∆R RMS is 0.057 Rad. The electron energy resolution is 7 % and the∆R RMS is 0.025
Rad.

The particle reconstruction efficiencies evaluated by matching toMCtruth are shown in Fig. 63. The
muon boy reconstruction (Fig. 63.a) has a uniform coverage up to|η |< 2.7. Loss is seen in the detector
edges nearη = 0 and±1.5. The distribution is approximately uniform inpT(µ). The muon detection
efficiency is 95 %. The detection of electrons and photons relies on the ECAL shower reconstruction
algorithm with matching to tracks. TheIsEM 0x7FF category has strong selection criteria imposed to
prevent jet secondaries being wrongly recognized as a electron or photon. The reconstruction efficiencies
reach a peak average of 80 % (70 %) in the barrel region (|η |< 1.5) for electrons (photons), respectively,
In the forward region the ECAL reconstruction of shower cluster position is less precise due to the track
matching quality that deteriorates by the tracking materials.

7.4 Topological distributions ofZ0γ events

The observables ofZ0γ events are the inclusive production ofe+e−γ andµ+µ−γ particles, The datasets
analyzed are the Pythia inclusiveZ0 production (CSC-ID 5144,5145) and theZ0 with an ISR photon
(CSC-ID 5899,5900). Events are selected theZ0 reconstructed by the pair of the most energetic electrons
or muons. The photon is the most energetic neutralIsEM particle. The photon type is tagged byMCtruth
for “ISR photon” irradiated from the colliding quarks or gluons, and “FSR photon” fromZ0 decay
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Figure 64: Distributions ofZ0(ee)γ event variables with ISR, FSR and fake photons.

leptons. The event types with an ISR or FSR photon are distinguishable by invariant masses of lepton-
pair and lepton-pair plus photon, and the photon direction to the leptons. Most FSR photons are very
close to theZ0 decay leptons and the invariant mass of m(l+, l−,γ) consistent with theZ0 mass. Events
with an ISR photon would have the invariant mass,m(l+, l−), consistent withm(Z), and the direction of
the ISR photon separated from theZ0 decay leptons.

Plotted in Fig. 64 are some of the most profound distributions ofZ0γ events. Distributions of in-
clusiveZ0 events with a fake photon are also plotted. The fake photons were identified by matching to
MCtruth and found to be mostly a neutral mesons (π0,η , etc.) or charged mesons or electrons missing
tracks. Fake photons are of jet secondaries or underlying event remnants, and the event topology is sim-
ilar to events with an ISR photon. The most profound difference is seen for theET(γ) of fake photons,
that are distributed in less energetic region.
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Figure 65: The opening angles in∆R(l±,γ) of FSR and ISR photons to the nearest leptons (of
Z0(µ+µ−)γ events), and the selection efficiencies with Boosted Decision Tree method.
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Figure 66: Distributions of variables used in Boosted decision tree for selection ofZ0(µ+µ−)γ events
with signal of ISR photons and background of fake photons.
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7.5 Z0γ analysis based on Boosted Decision Trees

The physics interests in measuringZ0γ events are the cross section ofZ0 accompanied with an ISR
photon and theET(γ) distribution which may indicate new phenomenon beyond the Standard Model.
The analysis emphasizing on the identification of “signal” events with ISR photon, discriminates “back-
ground” of 1)Z0 with an FSR photon, 2)Z0 with a fake photon, and 3) a small fraction of contamination
from W production reconstructed asl+l−γ final state.

The event selection was conducted with a Boosted Decision Tree method with training for separating
Z0γ events of different photon types. CandidateZ0γ events are dominated with FSR photons that can
by easily identified by the opening angle to the nearest lepton (Fig. 65). The training was in two stages:
first separate the dominant FSR photon from the other, and second distinguish ISR photon against fake
photon. The decision tree has 19 variables and the tests were conducted for a total 1000 tress. Distri-
butions of event variables are illustrated in Fig. 66 for ISR photons and for background of fake photons.
The characteristics in photon energy is profound. Fake photons originated from neutral mesons can not
be distinguished by the limited ECAL segmentation for spacial resolution for decays into two photons.
However, they are often accompanied with jet secondaries or underlying remnant particles. By counting
the charged tracks in its neighborhood in a cone of 0.45 Rad, the multiplicities (Ntrk C45) and en-
ergy containment (SumPt C45) are useful parameters that differentiate background from ISR photons.
Distributions of these variables are shown in Fig. 66.

7.6 Z0γ measurements of BDT selection

The event pre-selection ofET(γ) > 10 GeV is chosen as low as reasonable above the Pythia generator
threshold and is achievable by detector reconstruction. The expected FSR event rate is almost an order
of magnitude higher than the ISR. The event rate with a fake photon is compatible to signal with an ISR
photon. The number of reconstructedZ0γ candidates estimated for an integrated luminosity of 1 fb−1

are listed in Table. 44.
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Figure 67: Test scores for the two trainings optimized for 1) FSR photons against the rest, and 2) ISR
against fake photons. The arrows indicate the cuts chosen. The two columns show tests ofZ0 to e+e−

(left) andµ+µ− (right) separately.
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The BDT training was conducted forZ0 decays in electron and muon channels separately. Data sam-
ples were divided in half for training and test purposes. The test scores of the two decision trees trained
for identification of FSR and ISR events are plotted in Fig. 67. The score of an event is the counting
of correctness being recognized in the 1000 decision trees. The histograms shown are normalized to
the expected number of events of 1 fb−1 (listed in Table 44). The arrows indicates the cuts chosen for
selection of ISR events. The corresponding selection efficiency is 67 %, and the ISR Signal to Noise
ratio is 2.0 (1.8), forZ0 decays of electron (muon) channels, respectively.

Table 44: Number ofZ0 andZ0γ events of electron and muon decay channels for an integrated luminosity
of 1 fb−1. The photons are tagged for ISR, FSR, fake background, and contamination ofW events. The
ratio of ISR signal events to the rest are 1.8 (1.9) for electron and muon channels, respectively.

Pythia Z inclusiveσ(Z→ e+e−) = 1675 pb−1 W inclusive ZPhoton10

Detectable e+e− +ISRγ +FSRγ +fakeγ W(eν)γ e+e−,ISRγ

ET(γ) > 10 GeV 376 k 430 2760 490 44 430
BDT cut (ε = 67 %) − − 70 74 − 288
NLO scaled background (k=1.3) 187 − (k=1.17) 337

Pythia Z inclusiveσ(Z→ µ+µ−) = 1675 pb−1 W inclusive ZPhoton10
Detectable µ+µ− +ISRγ +FSRγ +fakeγ W(µν)γ µ+µ−,ISRγ

ET(γ) > 10 GeV 840 k 950 7500 790 930 950
BDT cut (ε = 67 %) − − 173 186 − 636
NLO scaled background (k=1.3) 467 − (k=1.17) 774
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Figure 68: ET(γ) distributions of reconstructedZ0γ events (upper row) and after decision tress cuts
(lower row), forZ0 decays into electron (left) and muon pairs (right). The distributions are normalized
(by about a factor three) to the 1 fb−1 expectation.
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The ISR photon carries signatures of coupling to the colliding quarks. Event rate in the highET(γ) is
an important probe to new physics phenomenon. The Pythia CSC datasets are simulated for the leading
order Standard Model predictions. With the decision tree selection cuts, the number ofZ0γ events with
an ISR photon for 1 fb−1 of data is estimated to be 290 events for the electron channel, and is about
twice larger for the muon channel. TheET(γ) spectra before and after the decision tree cuts are shown
in Fig. 68. The FSR photons, having similarET(γ) distribution to ISR, attributes to about half of the
background. The fake photons are populated in lowET(γ) region, and are distinguishable from the ISR
in theET(γ) ∼ 20 GeV region. The shape ofET distribution in the low energy region is important for
calibration and measurement of production cross section with ISR photons.

The Boosted Decision Tree variables include energy of detected photons and invariant masses of re-
constructedZ0 and so on. These variables carry discrimination power on background photons distributed
mostly in the lowET , low mass regions. Thus one see in Fig. 69 the increasing selection efficiency dis-
tributions versusET(γ) and other other invariant mass and energy variables. Also plotted in Fig. 69 is the
efficiency of number of charged tracks to the photon (N(trk) Corn45) in a angular cone of∆R< 0.45. ISR
photons are isolated signals. The BDT selection is effective in keeping the track matching characteristics
for discrimination from fake photons of underlying and jet remnants often accompanied with tracks.
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Figure 69: BDT selection efficiencies versusZ0γ event variables for signal events with ISR photons.
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8 ZZ production and neutral triple gauge boson couplings

8.1 Introduction

The production of pairs ofZ bosons at LHC is of great interest for two reasons. Firstly it provides a
unique opportunity to test the Standard Model at the TeV energy scale, and secondly it is the irreducible
background to the search for the Higgs boson in theH → ZZ decay channel. In the Standard Model,
ZZ production proceeds through thet-channelqq̄ scattering diagrams shown in Fig. 70(a) and (b).
The ZZZ andZZγ neutral triple gauge boson couplings are zero, hence there is no contribution from
the diagram in Fig. 70(c) at tree level. At the one-loop level the contribution from this diagram is
O(10−4) [28]. Measurements of the neutral triple gauge boson couplings provide a sensitive test of
the gauge structure of Standard Model; non-zero values would indicate the presence of new physics
beyond the Standard Model. Non-zeroZZZ andZZγ couplings typically increase theZZ cross section
at highZZ invariant mass and highpT of theZ boson. The study ofZZ spin correlations can be used
to discriminateH → ZZ from the effects of anomalous couplings, because theZ bosons fromH decay
tend to be longitudinally polarised whereas anomalous couplings lead to one transversely polarised and
one longitudinally polarisedZ boson.

ZZ production has been studied ine+e− annihilation at LEP [4], and first results frompp̄ collisions
at the Tevatron based on around 1fb−1 of data have been reported, as discussed in Section 3.1.1. The
production cross section at LHC is predicted to be about 15–20 times larger than at the Tevatron. Pre-
dicted values at LHC at leading and next-to-leading order are shown in Table 45. The NLO value is
around 15 pb; this does not include the contribution from gluon fusion, which is expected to be about
15% [39]. This contribution is not included in all studies in this section. As shown below, a measurement
of theZZ production cross section should be possible in the first year of LHC running, with as little as
1fb−1 of data.

We present studies ofZZ production using two decay channels. TheZZ→ ```` (` = e,µ) channel
has a clean, almost background-free, signature of four highpT isolated leptons. The main backgrounds
come fromtt̄ pair-production where bothW bosons decay leptonically and the other two leptons come
from the decay of the b quarks, and fromZ boson production associated with jets, where theZ boson
decays leptonically and is accompanied by leptons in heavy quark jets. TheZZ → ``νν channel is
characterised by two highpT isolated leptons with large missing transverse energy. It has a branching
ratio about six times larger thanZZ→ ````, but suffers from much bigger backgrounds. These arise from
tt̄ andZ+jets events where one or more jets is not detected and gives a fake missing energy signature.
In addition, this channel suffers an irreducible background fromWZ events where the lepton from the
decay of theW boson is undetected.
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Figure 70: Feynman diagrams forZZ production at leading order: (a) and (b) show the diagrams allowed
in the Standard Model; (c) shows the diagram including the neutral gauge boson coupling which is
forbidden in the Standard Model.
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Table 45: Cross-section forpp→ ZZ at
√

s = 14 TeV. The first column shows the leading order value
from Pythia forpp→ (Z/γ∗)(Z/γ∗) with m(Z/γ∗) > 12 GeV. The second column shows the value from
Pythia requiring 70< m(Z/γ∗) < 110 GeV. The third column shows the next-to-leading order value from
MC@NLO, which is for pure on-shellZZ production.

PDF set Pythiaσ [pb] Pythiaσ [pb] MC@NLO σ [pb]
m(Z/γ∗) > 12 GeV 70< m(Z/γ∗) <110 GeV

CTEQ6L (LO) 11.15 9.55 –
CTEQ6M (NLO) – – 14.74
MRST01 (LO) 11.05 9.48 –

MRST02 (NLO) (12.33) (10.63) 15.32

The results of theZZ production studies are used to investigate the expected sensitivity to anomalous
neutral gauge boson couplings in early ATLAS data.

8.2 Z0Z0 → `+`−`+`− analysis

In this section we present a study on theZ0Z0 production channel via four lepton decay channels:

pp→ Z0Z0 → e+e−e+e−, µ
+

µ
−

µ
+

µ
−, e+e−µ

+
µ
−.

The pp→ Z0Z0 total production cross section at
√

s = 14TeV can be found in references [16, 15] by
L.Dixon et al. and J.Campbell et al. respectivelly, for both MRST and the CTEQ(5) parton distribution
functions. The total production cross sections at LO and NLO, without any cuts applied, are given in the
two references are summarized in Table 46.

Table 46: Summary of cross section values given in references (see text) for the MSRT and CTEQ(5)
PDFs . Values not in parentheses are taken from Campbell et al., whereas values in parentheses come
from Dixon et al.

σLO[pb] σNLO[pb] KF

CTEQ(5) 12.9(11.8) 17.2(15.8) 1.33(1.34)
MRST 12.2(11.4) 16.3(15.2) 1.34(1.33)

TheZ0Z0 Monte Carlo samples used in this analysis is for theZZ→ 4`, (` = e, µ, τ) process, which
is generated by PYTHIA(v6.3) [20] (at LO) using the CTEQ(6) PDF. TheZ/γ∗ interference terms are
included in the generator. With the mass cut on the dileptons decay fromZ/γ∗, the cross section times
the dilepton decay branching ratio,σ ×BR is 159 fb. The next-to-leading-order (NLO) calculations give
higher production cross sections. The k-factor (defined ask = dσ(NLO)/dσ(LO)) is about 1.35 when
both Z0’s are on mass shell. However, when theZ0/γ∗ are off theZ0 mass shell, the k-factor varies
ranging from 1.15 to 1.52 for theZ/γ∗Z/γ∗ mass range from 115 GeV to 405 GeV, which is determined
by using the MCFM MC calculations [15]. For this analysis, we will use a constant k-factor, 1.35, to
normalize theZ0Z0 → 4` signal events.

The major background contributions to this channel come from thett̄ → 4`+X andZbb̄→ 4`+X
processes. In our background studies, thett̄ → 4`+X events are produced with MC@NLO [18] program,
witch gives a totaltt̄ production cross section, ofσ = 833pb (NLO). The Zbb̄ → 4` + X events are
produced with the AcerMC Monte Carlo [51] which gives the LO cross section,σ = 52 pb. PYTHIA
program has been used for the hadronization process. The k-factor for this process is 1.42.
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Table 47: Signal data samples summary table.

Process Dataset σ [fb]× BR Filter Filter eff. K-factor Events L[fb−1]

ZZ→ 4` 5980(v11.0.4) 159 | η |< 2.7, pT > 5 GeV 0.219 1.35 154450 3284
ZZ→ 4` 5980(v12.0.6) 159 | η |< 2.7, pT > 5 GeV 0.219 1.35 43000 913

Table 48: Background data samples summary table.

Process Dataset σ [pb] k Filter Filter eff. Events L[fb−1]

Zbb̄→ 4` 5177(v12.0.6) 52 1.42 Zbb̄→ 4` 0.00942 313689 451
tt̄ → 4` 5211(v12.0.6) 833 – tt̄ → 4` 0.00728 152701 25.2

8.2.1 Signal and background MC Samples

Table 47 summarizes the basic properties of the signal samples used in this analysis. In these sam-
ples bothZ′s are forced to decay to leptons (three flavors). Further ’filter’ selection cuts are applied to
generated MC events:

• Four leptons (e, µ) in final states. Those electrons and muons include from theZ/γ∗ decays and
from τ-lepton decays.

• P`
T > 5 GeV.

• |η`|< 2.7.

The overall filter efficiency is 21.9% as shown in Table 47. The format of all samples used is the Analysis
Object Data (AOD) format [41]. Reconstruction was performed using both 11.0.4 and 12.0.6 releases of
the Atlas Software framework, ATHENA.

The properties of the background samples studied for this channel are given in Table 48. The two
main contributions are fromtt̄ andZbb̄ processes. Because of the large cross sections of the two chan-
nels, the number of events generated with ATHENA v11.0.4 correspond to very small luminosity, not
allowing thus for a reliable background estimate. For this reason in ATHENA v12.0.6 filter cuts requiring
4 leptons in the final state were applied.

On the basis of theZ decay mode, signal events can be categorized as follows:

• bothZ bosons decaying to muons (’4µ ’)

• bothZ bosons decaying to electrons (’4e’)

• oneZ decaying to muons and the other to electrons (’2µ2e’)

In Table 49 the five possible event configurations are given and their respective percentage contribu-
tions to theZZ→ 4` sample are shown. In case of taus present in the event with subsequent leptonic
decays the contribution to the above categories is given in the same table. Note that the event topolo-
gies 3e1µ and 3µ1e resulting from at least oneZ decaying toτs, which accounts for the 3.32% of the
ZZ→ 4`, are not studied here. The contribution of this decay to the other 3 event configurations is not
taken into account in the calculation of the efficiencies, since these events do not survive the selection
cuts for theZ mass as explained below.

In Fig. 71(a) the invariant mass distributions from PYTHIA of the four leptons for the three event
topologies is shown, before any cut is applied. The two structures below 200 GeV correspond to events
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Table 49: The composition of theZZ→ 4` sample according to the final state configuration and the
contribution to the five possible event topologies from theτ leptonic decays of theZ’s.

Channel Fraction inZZ→ 4` [%] Channel Z→ τ → `(µ,e) contribution [%]

ZZ→ 4µ 23.41 ZZ→ 4µ 1.17
ZZ→ 4e 22.70 ZZ→ 4e 0.97
ZZ→ 2µ2e 46.56 ZZ→ 2µ2e 1.87
ZZ→ 2τ2`(µ,e,τ) 7.33 ZZ→ 3µ1e 1.76

ZZ→ 1µ3e 1.56

Total 100.0 Total 7.33
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Figure 71: Four lepton invariant mass distributions (left figure) and correlation of the twoZ bosons (right
figure) in the signal sample.
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Table 50: Fraction of events in the PYTHIA sample classified according to the two boson mass.

70< m(Z) < 110 [%] m(Z)±5Zwidth [%] m(ZZ) > 2M(Z) [%]

ZZ 72.9 69.1 80.0
ZZ∗ 23.4 26.4 17.6
Z∗Z∗ 3.7 4.5 2.4

with one or bothZ bosons off-mass shell. This is clearly illustrated in Fig. 71(b), where the mass
correlations of the twoZ’s are drawn.

In Table 50, the classification of PYTHIA events is done either using theZZ invariant mass or the
definition of the on-mass shellZ. In column 1, on-mass shell window lies between 70− 110 GeV, in
column 2 the window isMZ±5Zwidth , whereMZ = 91.19 GeV andZwidth' 2.5 GeV [50]. In the third
column theZZ window opens above 2MZ while theZZ∗ andZ∗Z∗ lie in the regions 100−2M(Z) and
< 100 GeV respectivelly.

In the current analysis, the cross section was measured using two different mass regions. The mass
region characterized as tight requires bothZ’s to have reconstructed invariant mass between 70 and 110
GeV. This corresponds toZ’s with generated mass±5σ around the mass value and therefore represents
70% of the PYTHIA sample. The second mass region characterized as loose requires oneZ between
70 and 110 GeV and the otherZ invariant mass> 20 GeV. This corresponds to 89% of the PYTHIA
sample. It is important to define the mass region using the constrain on theZ mass (one or both) instead
of the reconstructed 4-lepton invariant mass in order to eliminate combinatorials and background events.

Given that thepT of the leptons is used in the analysis for the selection of the signal, the ordered
leptonpT distributions as generated by PYTHIA, are shown in Fig. 72 for each event topology and lepton
flavour.

8.2.2 Physics objects and lepton pre-selection

The identification of leptons and information on their properties used in the analysis, in both signal
and background samples, are provided by the official reconstruction algorithms of the ATLAS software.
Muons identified by the STACO reconstruction algorithm and electrons identified by the Egamma or
Egammasoft reconstruction algorithm [52] are retrieved from the corresponding AOD containers. A set
of pre-selection cuts, which is described below, is applied to the muon and electron collections.
Muon pre-selection cuts

• pT > 6 GeV/c , |η |< 2.7

• Muon tracks should be MuonSpectrometer-Inner Detector combined tracks or MuonSpectrometer
standalone tracks in the rapidity region 2.5 < |η | < 2.7, since this region is outside the Inner
Detector’s acceptance.

• χ2/nd f < 15 of the match between the MS and ID tracks

• χ2/nd f < 15 of the track fit

Electron pre-selection cuts

• pT > 6 GeV/c , |η |< 2.5

• 0.5 < E/P < 3.0
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4eevents.
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(c) OrderedpT distributions of the 2 muons in
2µ2eevents.
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(d) OrderedpT distributions of the 2 electrons in
2µ2eevents.

Figure 72: LeptonpT distributions, ordered for the 4µ, 4eand 2µ2eevents.
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Figure 73: Muon reconstruction efficiencies as a function ofpT andη .

Table 51: Reconstruction efficiency for muons and electrons.

v11.0.4 v12.0.6

electrons 87.86% 81.39%
muons 93.31% 89.99%

8.2.3 Lepton reconstruction efficiency

The single muon reconstruction efficiency for muons coming fromZ decays is shown in Fig. 73 and the
single electron reconstruction efficiency for electrons coming fromZ decays in Fig. 74, as a function of
pT andη .

The above efficiency plots are constructed by dividing, in eachpT or η bin, the number of muons/electrons
reconstructed in this bin to the original number of generated ’true’ leptons originating fromZ decays in
the same bin. The reconstructed leptons are required to ’match’ inη andφ with the generated ones. A
’true’ lepton is considered ’matched’ to the reconstructed if the distancedR=

√
dη2 +dφ2 is less than

0.1. Reconstructed leptons with no match to any of the generated ones in the event are characterized as
fakes and they do not contribute to the efficiency calculation which is given in Table 51.

8.2.4 Event Selection

After applying the pre-selection criteria described in section 8.2.2, events are classified according to the
number of same flavour leptons. Three categories are considered. Events with 4 or more muons, events
with 4 or more electrons and events with 2 or more muons and 2 or more electrons. Lepton pairs of the
same flavour and opposite charge are formed in each category and pairs with both leptons lying within a
cone of radiusdR< 0.2 are rejected. The remaining pairs are combined in doublets to form one 4 lepton
candidate.

The two main criteria which are used to discriminate signal from background are the lepton’spT and
isolation. In all three event topologies the isolation criterion is applied to all four leptons and the two
opposite sign pairs are required to have at least one lepton withpT > 20 GeV/c.
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Figure 74: Electron reconstruction efficiencies as a function ofpT andη .

Isolation cuts

For muon isolation the variableI is defined as,

I =
E0.4

T

Eµ

T

(6)

whereE0.4
T is the transverse energy in a cone around the muon track of radiusdR= 0.4 andEµ

T is the
transverse energy of the muon. For electrons theisEM flag is used. Electron candidates have to pass a
series of cuts based on the shower shape properties in different compartments of the calorimeter as well
as variables combining Inner Detector and Calorimeter informations. If a cut is not passed, then a bit is
set in theisEM flag. For more information on the physical meaning of each bit see reference for electron
reconstruction [1].

A muon is considered isolated ifI < 0.2 and an electron is considered isolated if the first four bits of
the isEM flag are set, which implies that only calorimeter based related criteria are required. In Figure
75 the distribution of the muon isolation variableI is given for each of the four muons, for both signal
and background. Distributions in each plot are normalized with respect to the same number of events.

Maximum pT cut

ThepT distribution of the highestpT lepton in each electron and muon pair is shown in Fig. 76. Fig. 76(a)
and 76(b) are for the 4µ and 4e case respectively, while Fig. 76(c) and 76(d) for the muon and electron
pair of the 2µ2ecase. All pairs are required to have at least one lepton above 20 GeV.

Plots in Fig. 77 show the efficiency of thepmax
T and isolation cuts for the 4µ event topology, while

plots in Fig. 78 show thepmax
T cut efficiency also for the 4eand 2µ2efinal states.

Mass cut

In order to eliminate combinatorial background and background with leptons not originating fromZ
decays, a cut on the reconstructedZ invariant mass is applied. One or bothZ’s are required to have
reconstructed invariant mass between 70− 110 GeV. Thus we define two cases(mass regions) in the
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Figure 75: Muon isolation variable for signal and background in the 4 muon final state case.
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(a) pT of the hardest muon in the 4µ case
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(b) pT of the hardest electron in the 4ecase
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(c) pT of the hardest muon in the 2µ2ecase
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(d) pT of the hardest electron in the 2µ2ecase

Figure 76: MaxPt discriminating variable for signal and background.
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Figure 77: Efficiency of thepmax
T and the isolation cuts, for the 4µ case.
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Figure 78: Efficiency of thepmax
T cut, for the 4eand 2µ2ecase.

Table 52: Signal selection cut efficiencies

4µ [%] 4e [%] 2µ2e [%]

Lepton Preselection 70.67 62.27 65.40
Pair formation,dR 99.34 87.97 93.37
Isolation,pmax

T 81.11 58.62 59.07

Z Mass Tight Loose Tight Loose Tight Loose
72.68 91.99 76.09 93.47 77.81 95.19

Total 41.39±0.64 52.38±0.72 24.43±0.50 30.01±0.56 28.07±0.37 34.34±0.41

analysis. In the first case, refered here as tight, bothZ bosons should fulfill the invariant mass require-
ment. These events correspond to the on-mass shellZZs (70% of the PYTHIA sample as shown in Table
50). The second mass region, refered here as loose, requires oneZ on-mass shell and the second with
an invariant mass> 20 GeV. The events of this category constitute the irreducible background of the
H → ZZ∗→ 4` and it is therefore important to measure its shape and cross section.

8.2.5 Cut efficiency

The cut flow described in the previous section and their respective efficiencies for the signal three event
topologies is given in Table 52. The lepton pre-selection efficiency is calculated with respect to the initial
number of signal events while the efficiencies reported for each set of cuts are computed relatively to the
previous one. The product of the relative efficiencies agrees with the ratio of the reconstructed events
after all cuts to the generated ones.

Tables 53 and 54 summarize the efficiency of the same set of cuts for the two background processes
Zbb̄ andtt̄ respectively. Again, each efficiency value refers to the previous one and the product of the
relative efficiencies agrees with the one obtained from the ratio of the number of events after cuts to the
original number of generated events.
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Table 53:Zbb̄ background cut efficiencies.

4µ [%] 4e [%] 2µ2e [%]

Lepton Preselection 6.33 10.70 18.36
Pair formation,dR 77.29 59.08 48.49
Isolation,pmax

T 1.28 4.27 0.65

Z Mass Tight Loose Tight Loose Tight Loose
2.03 24.87 2.24 25.59 8.79 69.76

Total(×10−3) 1.28±0.64 15.62±2.23 6.06±1.39 69.16±4.70 5.10±1.28 40.48±3.59

Table 54:tt̄ background cut efficiencies.

4µ [%] 4e [%] 2µ2e [%]

Lepton Preselection 3.20 24.84 36.12
Pair formation,dR 62.69 53.59 43.59
Isolation,pmax

T 0.13 0.31 0.12

Z Mass Tight Loose Tight Loose Tight Loose
25.00 50.00 1.61 20.97 3.45 37.93

Total(×10−3) 0.66±0.66 1.31±0.93 0.66±0.66 8.51±2.36 0.66±0.66 7.20±2.17

8.2.6 Trigger efficiency

The trigger efficiencies are computed for all three final state topologies in the case of Level 1(L1)
and Event Filter(EF) triggers. For the 4µ topology the efficiency to find at L1 a muon withpT >
20 GeV(Mu20) and at EF an isolated muon withpT > 20 GeV(Mu20i) is given in Table 55.

For the 4e topology, the middle columns of Table 13 show the efficiency at L1 trigger to find an
isolated electron with EM cluster energy> 25 GeV(e25i) which corresponds to an electron withpT >
18 GeV, or two electrons with EM cluster energy> 15 GeV(2e15) which corresponds to electrons with
pT > 11 GeV. Also in the 4e case at EF level the efficiency of one isolated electron withET > 25 GeV
or two isolated electrons withET > 15 GeV(2e15i) is given in Table 13.

Finally, for the 2µ2e event topology the efficiency for a L1 muon withpT > 20 together with an
isolated electron with EM cluster energy> 25 GeV and the efficiency for an EF isolated muon with
pT > 20 GeV together with an EF isolated electron withET > 25 GeV is given also in Table 13. Note
that the efficiencies shown are calculated with respect to the number of events left after all selection cuts
are applied, including both cuts in theZ invariant mass, tight and loose.

Table 55: Trigger efficiencies

4µ [%] 4e [%] 2µ2e [%]
Tight Loose Tight Loose Tight Loose

L1 Mu20 99.81 99.70 2e15 100 100 Mu20+e25i 95.55 95.17
e25i 99.96 99.97

EF Mu20i 99.23 99.96 e25i 99.71 99.76 Mu20i+e25i 88.25 86.93
2e15i 98.79 98.44

100



DRAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/zzto4l.tex
Last changed on: 2007-12-11 21:23:04 -0500 (Tue, 11 Dec 2007); Revision: 49; Author: Alan Wilson (wilsona) DRAFT

Table 56: Signal cut efficiency using v11.0.4

4µ [%] 4e [%] 2µ2e [%]

Lepton Preselection 77.00 67.39 72.42
Pair formation,dR 99.44 91.08 95.28
Isolation,pmax

T 81.56 66.81 64.90

Z Mass Tight Loose Tight Loose Tight Loose
73.47 91.68 73.94 92.70 76.36 94.80

Total 45.88±0.36 57.25±0.40 30.32±0.29 38.02±0.33 34.20±0.22 42.45±0.24

8.2.7 Comparison between v11.0.4 and v12.0.6

Initialy the analysis was performed using the signal sample generated and reconstructed with ATHENA
v11.0.4. In Table 56 the cut efficiencies using v11.0.4 samples is given. When comparing this table with
the one obtained from v12.0.6 data(Table 52) there is evident a decrease in efficiency by a factor of 1.1
for the 4µ and 1.2 for 4e and 2µ2e cases in v12.0.6. The discrepancies in the efficiencies between the
two versions are mainly attributed to changes in the electron and muon reconstruction efficiencies.

8.2.8 Experience with analysis on the GRID

Part of this analysis was performed using GRID resources. This was achieved using Ganga v4.3.5 and
v4.4.0 interface [49]. Due to Computing Element instabilities, sample shuffling and Ganga’s limitations
in re-submission of jobs, the success rate was pretty low, therefore the manageable samples (Pythia
signal) were transferred and analysed with local cpu resources. The largeZbb̄ andtt̄ samples were still
analyzed with Ganga at the ROMA1 site, where the successful jobs finished within a couple of days.

8.2.9 Expected signal and background

The invariant mass distributions of the four leptons for the 4µ,4e and 2µ2e event topologies are shown
in Figures 79, 80 and 81 respectivelly. In each figure the distributions for both mass regions –tight and
loose– are given in (a) and (b) respectivelly. The expected contribution fromZbb̄ background is super-
imposed in the plots. Both signal and expected background are normalized to 10f b−1. The contribution
of theZbb̄ background is mainly affecting the low invariant mass region while thett̄ background cannot
be superimposed in the plots because of the limited available statistics.

The expected number of signal and background events for each of the three final state configurations
at 1f b−1 is given in Table 57 for the tightZ mass cut and in Table 58 for the looseZ mass cut. Errors
shown are statistical only. It is evident that for reliable estimation of thett̄ background a larger sample
is required.

Summarizing, with 1f b−1 of data we expect a total of∼ 10 and∼ 12 signal events respectivelly
in the two mass regions, and 0.18 and 1.65 background events. Although the background error is large
because of limited statistics a measurement of theZZ(ZZ∗) cross section if feasible even with 1f b−1.
Note that the above results do not include theK f .

8.2.10 Systematic uncertainties

The systematic uncertainties to the signal comprise: a)the uncertainty in the luminosity which is esti-
mated to 6.5% after the first 0.3 f b−1, b) the uncertainty from the PDF’s used to∼ 3%, c) the scaling
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Figure 79: Invariant mass of 4µ after all cuts, for signal andZbb̄ background.
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(a) Invariant mass of 4e after all cuts, for signal and
Zbb̄ background using the tight mass cut region.
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Figure 80: Invariant mass of 4eafter all cuts, for signal andZbb̄ background.

Table 57: Expected signal and background events atL = 1 f b−1 using the tightZ mass cut.
4µ events 4eevents 2µ2eevents Total

Signal 4.52±0.05 2.59±0.04 6.18±0.06 13.3±0.09
Zbb̄ 0.009±0.003 0.042±0.007 0.035±0.006 0.076±0.010
tt̄ 0.04±0.04 0.04±0.04 0.04±0.04 0.12±0.07
Total bgr 0.049±0.040 0.082±0.040 0.075±0.040 0.20±0.07
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(a) Invariant mass of 2m2eafter all cuts, for signal and
Zbb̄ background using the tight mass cut region.
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Figure 81: Invariant mass of 2µ2eafter all cuts, for signal andZbb̄ background.

Table 58: Expected signal and background events atL = 1 f b−1 using the looseZ mass cut.

4µ events 4eevents 2µ2eevents Total

Signal 5.72±0.06 3.17±0.04 7.56±0.07 16.5±0.10
Zbb̄ 0.11±0.01 0.48±0.02 0.28±0.02 0.87±0.03
tt̄ 0.08±0.06 0.52±0.14 0.44±0.13 1.03±0.20
Total bgr 0.19±0.06 1.00±0.14 0.72±0.13 1.90±0.20
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Figure 82: Monte CarloZZ→ ``νν̄ events shown by the ATLAS event display, Atlantis. The left-hand
diagram is an example of an electron event, while the right-hand diagram shows a corresponding muon
example. Both diagrams show thex− y plane (top-left panel), theη − φ plane (top-right panel) and
the x− z plane (lower panel). The inner detector is shown by the black central region, with the EM-
calorimeter in green, the hadron calorimeter in red and the muon system in blue. The green lines depict
reconstructed tracks, while red solid lines represent the true neutrino tracks. The red dashed line shows
the direction of the missing transverse energy. Calorimeter deposits and muon chambers containing hits
are highlighted in yellow.

uncertainty for the NLO calculations or equivalently to theK f to∼ 5% and d)∼ 3% uncertainty to lep-
ton identification assumed the same for electrons and muons. Assuming gaussian distributions for all the
above uncertainties, the total systematic uncertainty to the signal amounts to 9.2%.

As seen from this analysis the measurement of theZZandZZ∗ cross section is essentially background
free but atL = 1 f b−1 is dominated by statistical error. AtL = 10f b−1 the statistical error will drop to
about 10% and systematic error will have a similar impact.

8.3 ZZ→ ll νν analysis

In this section, we focus on theZZ neutral diboson channel where one of theZ bosons decays invisibly to
a neutrino pair, the other to an electron or muon (lepton) pair. The signature for these events will be two
high-pT leptons with a large missing transverse energy (/ET) due to the neutrino pair leaving the detector.
Event displays of two typical signal events are shown in figure 82.

Despite having a less distinct signature, and therefore larger background than the complementary
ZZ→ 4` diboson channel, the neutrino channel has the advantage of an enhanced cross section. All
three neutrino generations contribute, making the cross section∼ 6.2 times larger for the missing energy
channel. The main backgrounds will either come from channels with large cross sections, such astt̄ and
Z → `+`−, or those with a similar signature to the signal, such as theWZ diboson channel. To reduce
these backgrounds, we define a set of simple cuts on discriminating parameters.
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8.3.1 Monte Carlo events

The datasets used for signal and background in this analysis are shown in tables 59 and 60 for versions
11.0.42 and 12.0.6 of the simulation respectively. The tables show the physics process, the Monte Carlo
dataset number, the Generator used, the production cross section, a summary of filters applied, the filter
efficiency, K-factor, number of events and luminosity. The cross sections and filter efficiencies have been
calculated by generating small samples (∼ 10000 events) with the same input job options as the official
samples.

TheZZ→ ``νν̄ signal datasets are produced with two different Monte Carlo generators. The 11.0.4
data uses the PYTHIA [20] generator at leading order, while 12.0.6 uses MC@NLO to generate next-to-
leading order hard scattering matrix elements, which are hadronised with Herwig and Jimmy. For the
11.0.4 signal, the PYTHIA cross section is scaled up using the K-factor quoted in table 59.

Similarly, different generators have been used to produce the various background samples. They
are mostly a mixture of PYTHIA and MC@NLO events, with the exception of theWt sample which is
generated with the ACERMC [51].

Any data produced with MC@NLO will contain a mixture of events with positive (+1) and negative
(−1) weights. To obtain an accurate distribution or event yield, negatively weighted events are subtracted
from the positively weighted distributions.

8.3.2 EventView preselection

Preselection and overlap removal have been done in this analysis using the EventView set of analysis
tools, which create Athena-Aware NTuples (AANs) from the Analysis Object Datafiles (AODs). Here
electrons are inserted first, followed by photons, muons,τ-jets and finally particle jets, to ensure that no
particles overlap within cone of size∆R= 0.1.

Electron identification Electrons are only inserted into the EventView if they pass the following cuts.
First, electrons must be reconstructed with theegammaalgorithm [1] using cuts based on the shower
shape properties in the calorimeters as well as variables combining inner detector tracks with calorimeter
deposits. For this analysis we apply the mask(isEM & 0x7FF)==0, which requires all cuts to be passed
except for those involving the TRT.

Electron candidates are also required to be isolated in the calorimeter to ensure highpT jets are not
misidentified as electrons. Figure 83 shows the distribution of the transverse energy in a cone∆R= 0.45
around the electron track. To ensure the electrons are isolated, a cut is made requiringET(cone) < 8 GeV.
With these criteria in place we can plot the selection efficiency of electrons by comparing the number of
true electrons generated by the simulation to the subset that are successfully reconstructed. This is done
by matching true to reconstructed electrons using a cone of size∆R< 0.01.

Figure 84 shows the reconstruction efficiency as a function ofpT andη for electrons present in
both the11.0.4 and12.0.6 signal datasets respectively. The efficiency for electrons drops sharply
belowpT ∼ 30 GeV for both datasets due to poor reconstruction at low momentum. Crack regions in the
detector are clearly seen as the efficiency drops at|η |= 1.4 andη = 0.

The electron efficiency is around 12% lower for 12.0.6 Monte Carlo compared to 11.0.4, with a
uniform drop across thepT range 0−200 GeV.

For electrons to be pre-selected by the EventView algorithm, an initial set of kinematic cuts are
applied requiringpT > 5 GeV and|η |< 2.5. With these in place an overall efficiency of 75.0±0.5% is
achieved for 11.0.4 signal electrons, dropping to 62.6±0.6% for 12.0.6.

In addition to the “good quality” electrons described above, we also define “loose” electrons, which
are used to veto background events from theWZ channel. In this case, noisEM cut is required and
electrons can also come from theSoftEalgorithm [52]. As with the good quality case, we apply kinematic
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Figure 83: The distribution of transverse energy in a∆R = 0.45 cone around the electron track for
electrons present in the signalZZ→ ``νν̄ events. Version 11 data are shown in blue while version 12
data are in red.
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Figure 84: Electron efficiency in the signal as a function ofpT andη for version 11 (blue) and 12 (red)
ZZ→ ``νν̄ signal datasets.
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cuts pT > 5 GeV and|η | < 2.5, but no isolation is required. These loose electrons are not used in
reconstruction of theZ boson.

Muon identification This analysis uses muons from theMuID [1] algorithm, which takes tracks in
the muon system and attempts to match them with inner detector tracks, using aχ2 with five degrees of
freedom. To ensure good quality muons in this analysis, cuts are applied requiring the initial track match
to haveχ2/Ndof < 10 and a global fit qualityχ2/Ndof < 5. As shown in figure 85, these cuts are fairly
loose to keep the muon efficiency high. The slight discrepancy between the 11.0.4 and 12.0.6 matchχ2

distribution is thought to be due to a redefinition of the variable between the two versions.
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Figure 85: Muon algorithm quality distributions for version 11 (blue) and 12 (red)ZZ→ ``νν̄ Monte
Carlo. The left-hand plot shows theχ2/Ndof distribution of the initial match between muon and inner
detector tracks. The right-hand plot shows theχ2/Ndof for the global fit.

Figure 86 shows the distribution of energy deposited within a∆R= 0.45 cone around the muon track.
To be selected for analysis, we require muons to be isolated withET(cone) < 5 GeV.
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Figure 86: The distribution of transverse energy in a∆R= 0.45 cone around the muon track for version
11 (blue) and 12 (red)ZZ→ ``νν̄ signal datasets.

The selection efficiency for muons present in the signal channel is shown in Figure 87. The efficiency
for muons is higher than electrons, and is similar for both Monte Carlo datasets. Theη distribution shows
similar efficiency drops due to cracks in the detector, most notably atη = 0.
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Figure 87: Muon efficiency as a function ofpT andη for version 11 (blue) and 12 (red)ZZ→ ``νν̄ signal
datasets.

Muon pre-selection cuts ofpT > 5 GeV and|η | < 2.5 give an overall efficiency of 86.3±0.3% for
the 11.0.4 sample and 87.7±0.4% for 12.0.6.

As with electrons, we also define a set of “loose muons”, which can come from the either theMuID
or LowPtalgorithms [1] and do not have any quality restrictions imposed. The same kinematic cuts are
imposed, so thatpT > 5 GeV and|η |< 2.5, but no isolation cuts are applied. The muons from this loose
selection are not used forZ boson reconstruction.

The lepton identification pre-selection cuts and efficiencies for electrons and muons are summarised
in table 61. Both types of lepton exhibit similar kinematic distributions, and so are considered as “lep-
tons” for the remainder of the analysis. As there is also a good agreement between 11.0.4 and 12.0.6
datasets, the plots below mostly show distributions from the 12.0.6 Monte Carlo only.

Electron Muons
Algorithm egamma MuID

(isEM & 0x7FF)==0 χ2
match/Ndof < 10

χ2
fit/Ndof < 5

Isolation ET(∆R= 0.45) < 8 GeV ET(∆R= 0.45) < 5
Kinematics pT > 5 GeV pT > 5 GeV

|η |< 2.5 |η |< 2.5
Efficiency
11.0.4 75.0±0.5% 86.3±0.3%
12.0.6 62.6±0.6% 87.7±0.4%

Table 61: Summary of the lepton identification criteria and pre-selection cuts.

Jet identification Jets are also used in the analysis to distinguish between signal and background
events. The pre-selection criteria are looser than for leptons as good quality reconstructed jets are not
required. Tau jets can come from either theTauRecor Tau1p3p[1] algorithms with no limit placed on
the number of tracks. QCD particle jets come from theConeTowerParticleJets[1] container, with a cone
size of∆R= 0.7. Both types of jet have apT > 5 GeV preselection cut applied. Both tau jets and particle
jets will simply be referred to as “jets” in the rest of this analysis.
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8.3.3 Analysis cuts

In this anslysis, we define simple cuts in an effort to reduce events from the background channels listed in
tables 59 and 60. In general, each cut is used to suppress a particular background channel, as described
below. We also investigate a number of different triggers that could potentially be used to pre-select
events.

Lepton Kinematics We first select two oppositely charged good quality leptons withpT > 20 GeV.
Figure 88 (left) shows that this reduces much of thett̄ background which contains softer leptons than
the signal. This cut also reduces the background fromZ → τ+τ− → `+`−νl ν̄l ντ ν̄τ as the electrons and
muons are produced with reducedpT . We also require the leptons to lie within the limits of the inner
detector pseudorapidity range, so apply a cut|η |< 2.5.

Lepton pairs are also required to have an invariant mass close to theZ mass, specifically|m`` −
91.2 GeV| < 10 GeV. This is equivalent to∼ 5σ of the signal width, and helps to reduce background
combinatorics where the lepton pair does not come directly from aZ decay. These includett̄ , Z→ τ+τ−

andWW→ `ν`ν shown in figure 88 (right). It should be noted that the Z width is not included in the
12.0.6 MC@NLO sample. As a result, the width of the peak in figure 88 is due to detector resolution
alone.
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Figure 88: The leptonpT distribution (left) and lepton pair invariant mass before cuts for the signal
(red), with tt̄ (magenta),Z → τ+τ− (cyan) andWW (purple) background using version 12 data. The
plots are normalised to unit area for comparison of distribution shapes.

A lepton veto is also imposed by combining the good quality and loose lepton selection and removing
any events with more than two leptons in total. This reduces background from theWZ channel, theZ
from which has an almost identical signature to the signal, and the neutrino fromW decay also appears
as missing transverse energy,/ET . The third-lepton veto supresses theWZ background by∼ 30%. If the
lepton from theW is not reconstructed, however, this background channel becomes more problematic as
it is almost indistinguishable from the signal.

Missing ET cuts A main characteristic of the signal decay is a large missing transverse energy (/ET)
from theZ→ νν̄ decay. Here we use the/ET variable calculted with the cell-based algorithmRefMET [1].
An important background, due to its large cross section, comes from theZ → `+`− Drell-Yan process,
where jets are produced in addition to the leptons. If these jets are aligned with cracks in the detector,
then they will fake/ET as they will not be fully accounted for in the calorimeters. This background can
be significantly reduced by applying a 50 GeV/ET cut as shown in figure 89 (left). The background
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from ZZ→ 4` is also reduced, but this is less significant as it has a much smaller cross section. TheWZ
channel is also suppressed by this cut as only one neutrino is produced, and hence the/ET distribution is
slightly softer.
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Figure 89: The/ET and /ET − pT(Z) magnitude and angle matching distributions before cuts for the
signal (red),ZZ→ 4` (orange),Z → `+`− (blue) andWZ (green) using version 12 data. The plots are
normalised to unit area for comparison of distribution shapes.

We also expect the signal to have a missingpT that is equal and opposite to that of the reconstructed
Z, assuming that theZZ pair is produced with no initialpT and that they decay back-to-back. Figure 89
(middle and right) shows a clear peak in the signal for both magnitude and angle matches. TheWZ
background shows a worse magnitude match as some of theW momentum is lost to either an electron or
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muon on decay. This means that the missingpT will not quite match up with that of the recoilingZ. The
angle distribution shows a peak in both theWZ andZ→ ll channels. In the case ofWZ, this is because
theW andZ are produced in approximately opposite directions. When theW decays, the neutrino will
be deflected and so the peak has a wider distribution. In a similar way, inZ → ll , theZ is likely to be
produced with some quarks recoiling against it. These will manifest themselves as jets which can fake
/ET . Cuts at

|/ET−pT(Z)|
pT(Z) < 0.35 and 145◦ < φZ−φMET < 215◦, (7)

equivalent to∼ 2σ of the signal peaks help to reduce theWZbackground.

Jet veto A jet veto is also useful to reduce backgrounds with large hadronic activity. For example, the
predominant decay channel for the top quark intt̄ is thet →Wb final state, resulting in several high
pT jets. Figure 90 shows the reconstucted jet multiplicity to be much higher in thett̄ channel than in
the signal. Jets from this background are also harder than those in the signal, so its contribution can be
reduced by applying a veto on events containing any jets with

pT(jet) > 30 GeV and |ηjet|< 3.0 (8)

Figure 90 also highlights a difference in jet multiplicity between the two signal datasets. The 12.0.6
data contains an average of 5.3 jets per event, whereas 11.0.4 only contains 1.8. This difference is because
the 11.0.4 data used PYTHIA , a leading order generator and only includes soft jets that are approximately
collinear with the twoZ bosons. MC@NLO, on the other hand, includes additional Feynman diagrams
with hard gluon radiation.

ZpT cut The final cut to be applied is on the transverse momentum of the reconstructedZ boson. This is
needed to reduce the background from the singleZ channel, whosepT(Z) distribution drops much faster
than the signal, as shown in figure 91. A cut ofpT(Z) > 100 GeV significantly reduces this background,
without harming the sensitivity to anomalous couplings, which only manifest themselves at highpT .

Cut flow Tables 62 and 63 give a summary of the cuts applied and present the expected number of
events passing cuts for version 11.0.4 and 12.0.6 datasets respectively. If some Monte Carlo events
remain after cuts, the final row in each column gives the statistical error. If no events pass cuts, the figure
given is the number of expected events at the 90% confidence level. TheZ → ll column shows results
for the two highpT(Z) samples, 5185 and 5186 as samples 5151 and 5152 do not give enough statistics
at highpT .

Figure 92 shows thè+`− invariant mass distribution of events passing all cuts except for theZ
mass window for 12.0.6 data. The remaining backgrounds after cuts come partly fromZ → ll andtt̄,
which due to their relatively large cross sections, still contain lepton pairs that pass the finalpT cut. The
remainingWZ background is more difficult to remove, as it has almost identical properties to the signal
if one lepton is not reconstructed.

8.3.4 Yields and trigger

The overall signal efficiency isε = 3.2% for 11.0.4 data, with a signal to background ratio ofS/B =
2.2±0.2, compared toε = 2.6% andS/B = 2.0±0.8 for 12.0.6. The expected sensitivity of theZZ→
``νν̄ channel is summarised in table 64.

Figure 93 shows the selection efficiency of the signal as a function ofpT(Z), and will be used to
estimate the anomalous coupling limits in section 8.4.1 The initial dip in efficiency atpT < 50 GeV is
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Figure 90: The jet multiplicity,pT andη distributions for the version 11 signal (blue), version 12 signal
(red) andtt̄ background. The arrows indicate the region rejected by the jet veto. The distributions are
shown without cuts and normalised to unit area to compare shapes.
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Figure 91: ThepT(Z) distribution for the version 12 signal (red),Z → `+`− (blue) andtt̄ (magenta).
Plots are shown without applying cuts and are normalised to unit area.

Process ZZ→ ``νν̄ ZZ→ 4l Z→ ll tt̄ WZ Wt WW Z→ ττ

pl
T > 20 GeV,|ηl |< 2.5 120.4 61.1 14700 5110 304 2.3 499 2396

Third-lepton veto 89.6 2.7 2920 413 51.2 0.8 384 1742
(74.4%) (4.4%) (19.9%) (8.1%) (16.8%) (34.8%) (77.0%) (72.7%)

|ml l̄ −91.2 GeV|< 10 GeV 81.6 2.4 2710 97.1 43.6 0.4 86.1 57.1
(91.1%) (88.9%) (92.8%) (23.5%) (85.2%) (50.0%) (22.4%) (3.3%)

pmiss
T > 50 GeV

|pmiss
T − pZ

T |/pZ
T < 0.35 31.4 0.3 29.3 16.2 10.0 0 19.2 0

φmiss−φZ < 35◦ (38.5%) (12.5%) (1.1%) (16.7%) (22.9%) (0.0%) (22.3%) (0.0%)
Jet Veto 29.1 0.3 1.6 5.9 8.3 0 17.9 0

(p jet
t > 30 GeV and|η jet|< 3) (92.7%) (100.0%) (5.5%) (36.4%) (83.0%) (0.0%) (93.2%) (0.0%)

pT(l+l−) > 100 GeV 8.6 0.09 1.6 0 2.0 0 0.14 0
(29.6%) (30.0%) (100.0%) (0.0%) (24.1%) (0.0%) (0.8%) (0.0%)

Statistical Error (90% CL): 0.2 0.02 0.6 (2.5) 0.2 (0.9) 0.08 (10.1)

Table 62: Cut flow table for signal and background after cuts for an integrated luminosity of 1 fb−1,
using 11.0.4 full simulation data. The values in brackets indicate the percentage of events passing each
cut relative to the previous cut.
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Process ZZ→ ``νν̄ ZZ→ 4l Z→ ll tt̄ WZ WW Z→ ττ

pl
T > 20 GeV,|ηl |< 2.5 130.1 54.3 13100 4530 271.2 491.1 2170

Third-lepton veto 101.9 3.1 1900 428.9 52.9 375.6 1690
(78.3%) (5.7%) (14.5%) (9.5%) (19.5%) (76.5%) (77.9%)

|ml l̄ −91.2 GeV|< 10 GeV 100.2 2.7 1740 110.2 45.3 83.8 40.1
(98.3%) (87.1%) (91.6%) (25.7%) (85.6%) (22.3%) (3.4%)

pmiss
T > 50 GeV

|pmiss
T − pZ

T |/pZ
T < 0.35 38.0 0.34 3.8 17.9 9.4 18.3 0

φmiss−φZ < 35◦ (39.9%) (12.6%) (0.2%) (16.2%) (20.8%) (21.8%) (0.0%)
Jet Veto 34.4 0.30 0.44 6.0 7.6 16.7 0

(p jet
t > 30 GeV and|η jet|< 3) (90.5%) (88.2%) (11.6%) (33.5%) (80.9%) (91.3%) (0.0%)

pT(l+l−) > 100 GeV 10.2 0.08 0.4 3.0 1.7 0.02 0
(29.7%) (26.7%) (90.9%) (50.0%) (22.4%) (0.1%) (0.0%)

Statistical Error (90% CL): 0.2 0.01 0.2 2.1 0.1 0.22 (1.6)

Table 63: Cut flow table for signal and background after cuts for an integrated luminosity of 1 fb−1,
using 12.0.6 full simulation data. The values in brackets indicate the percentage of events passing each
cut relative to the previous cut.
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Figure 92: The lepton pair invariant mass distribution after all cuts except for the mass window restric-
tion. The histograms have been scaled to represent the number of events expected in 100 fb−1 of data.

Dataset 11.0.4 12.0.6
Nsignal(1 fb−1) 8.6±0.2 10.2±0.2

Nbackground(1 fb−1) 3.8±0.9 5.2±2.6

Efficiency 3.2% 2.6%
S/B 2.2±0.2 2.0±0.8
S/
√

B(0.1 fb−1) 1.4 1.4
S/
√

B(1 fb−1) 4.4 4.5
S/
√

B(10 fb−1) 14.0 14.1

Table 64: Expected signal yields and sensitivity for 0.1, 1 and 10 fb−1 . The errors shown are statistical
only.
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Figure 93: Signal selection efficiency againstpT(Z) for 11.0.4 and 12.0.6 Monte Carlo. The efficiency is
defined as the number of reconstructed events passing selection cuts over the number of true events with
pT(l) > 20 GeV,|ηl |< 2.5 and/ET > 50 GeV.

caused by the absolute/ET cut. The drop in efficiency towards highpT is caused by the jet veto, as signal
events containing highpT Z bosons are also likely to contain highpT jets.

In order for events to be recorded by ATLAS, they must first pass the Level 1 (L1) hardware trigger
and the High Level Trigger (HLT), which consists of the Level 2 trigger and a software-based Event-
Filter (EF). Trigger information is included in the 12.0.6 datasets, and it essential to check that events
passing selection cuts also pass appropriate triggers. Here we require events to pass either thee25i or
mu20i triggers to be passed for electron or muon events respectively. The2e15i, 2mu6, met10 triggers
are also considered.

Table 65 shows the efficiency of the trigger after all of the above cuts have been applied. If we require
eithere25i or mu20i to be passed, a trigger efficiency of 97.0% is acheived. If a more complex trigger
menu is chosen, for example requiringmet10 to also be passed, this efficiency drops to 53.9%, due to
muon events failing to trigger. Similarly, while the2e15i trigger is 84.5% efficient, the dimuon trigger
2mu06 admits virtaully no events. As the trigger definitions are constantly evolving, these efficiencies
will also change. For early data it therefore seems sensible to choose a simple trigger, which in this case
is e25i or mu20i.

Electrons Muons Total
Trigger Efficiency Trigger Efficiency Trigger Efficiency
L1E25I 99.8% MU20 98.1% L1E25I or MU20 98.6%
HLT e25i 98.4% HLT mu20i 96.4% HLT e25i or mu20i 97.0%
HLT e25i + met10 98.4% HLT mu20i + met10 36.2% HLT (e25i or mu20i) + met10 53.9%
HLT 2e15i 84.5% HLT 2mu06 0.1% HLT 2e15i or 2mu06 24.1%

Table 65: Trigger efficiencies for the signal after all cuts.
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8.3.5 Discussion

As table 64 shows, the two different signal versions predict different yields by∼ 8 σ . This is most
likely to be due to differences in the generators used in the study. Despite this, the estimated significance
shows a good agreement between versions, and a statistically significant measurement of theZZ →
``νν̄ channel could be made after∼ 1fb−1 of data.

The errors on the background estimates remain large in both cases due to the limited statistics avail-
able after cuts. For example, only two 12.0.6 events pass cuts in thett̄ channel, but this corresponds
to over half of the total background. Larger full simulation samples are not currently practical, so this
background will need to be estimated either using fast simulation samples, or by performing fits.

The expected number of events will also contain a theoretical uncertainty due to errors in the PDF
libraries used to generate events. Comparison of the CTEQ6M and MRST(02) PDF sets give theZZ
production cross section in ATLAS as 14.74 pb and 15.32 pb respectively, corresponding to an additional
uncertainty of∼ 3%.

A previous study has been carried out with fast simulation (Atlfast) Monte Carlo [42] using a similar
set of cuts. The two main differences are that no/ETmatching cuts are applied, and theZpT cut is
tightened to 150 GeV. With this analysis, 5.8 signal events are predicted in 1 fb−1 , with 0.4 background
events, givingS/B = 16. Applying the same set of cuts to the 12.0.6 full simulation gives 3.4 signal and
4.4 background events, withS/B = 0.78. This difference is because the fast simulation only applies a
simple smearing to measured parameters, instead of mimicking the entire detector readout. The Atlfast
study also assumes lepton efficiency of 90% which will improve signal efficiency and will veto more
background with three or more leptons.

8.4 Anomalous neutral gauge couplings

Measurements of thepp→ ZZ differential cross section can be used to measure, or set limits on,ZZZ
andZZγ couplings. These couplings are zero at tree level in the Standard Model. Measurements of
the couplings provide a sensitive test of the Standard Model, and non-zero values would indicate the
presence of new physics beyond the Standard Model.

As discussed in Section 2, production of on-shellZZ pairs is sensitive to twoZZZ and twoZZγ

anomalous couplings,fV
i , i = 4,5, V=Z,γ. The fV

4 couplings are CP-violating; therefore the associated
helicity amplitudes do not interfere with the Standard Model amplitudes, and cross sections are indepen-
dent of the sign of the coupling. ThefV

5 couplings violate P. ThefV
5 couplings contribute to the Standard

Model cross section at one-loop level, but these contributions areO(10−4) [28]. To avoid violation of
unitarity, we use a generalized dipole form factor:

fV
i (ŝ) =

fV
i0

(1+ ŝ/Λ2
FF)n

whereŝ is the square of the parton c.m. energy andΛFF is a form factor scale which is related to the
scale of the new physics generating the anomalousZZV coupling. The results below usen = 3 andΛFF

= 2 TeV.
In this analysis we have used the leading-order Monte Carlo generator of Baur and Rainwater [43]

(henceforth referred to as BR), with the CTEQ6L PDF set, to study the effects of anomalous couplings.
This program generates the hard scattering process andZ boson decays only. Figure 94 compares the
Standard Model prediction from the BR program with those fromPYTHIA and MC@NLO for the pT

distribution of the visibly-decayingZ boson inZZ→ ``νν events. To correspond to the kinematic cuts
applied in theZZ→ ``νν event selection, we require both generated leptons to satisfypT(`) > 20 GeV
and|η(`)|< 2.5 and the invisibly decayingZ to satisfypT(νν) > 50 GeV. The BR prediction contains
no initial-state radiation or underlying event; thepT of the visibly-decayingZ boson is therefore identical
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to that of the invisibly-decayingZ boson, hence the distribution is zero below 50 GeV. InPYTHIA and
MC@NLO, parton showering and hard gluon radiation result in differentpT values for the twoZ bosons,
so the distribution extends below 50 GeV. Parton showering inPYTHIA results in a harderpT distribution
than in the purely leading-order BR prediction, with the hard gluon radiation inMC@NLO hardening the
spectrum further. It has been verified that good agreement is observed between the BR generator and
PYTHIA if parton showering inPYTHIA is turned off.
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Figure 94: Generator-level differential cross section forpp→ ZZ→ ``νν (` = e, µ) at
√

s = 14 TeV
from different event generators. Distributions are shown for events satisfyingpT(νν) > 50 GeV,pT(`) >
20 GeV and|η(`)|< 2.5, wherepT(νν) is thepT of the Z which decays to neutrinos.

Non-zeroZZZ andZZγ couplings typically increase theZZ cross section at highZZ invariant mass
and highpT of the Z boson. Figure 95 shows thepT distribution of the Z boson inZZ→ ``νν events
satisfying the above cuts for various values of the couplingf Z

4 , calculated using the BR program. We see
an enhancement in the cross section which increases withpT and with coupling.

8.4.1 Fit procedure

In order to estimate limits on anomalous couplings which may be obtained from measurements ofZZ
production in early ATLAS data, we consider thepT distribution of theZ boson. In theZZ→ ``νν

channel we use the visibleZ boson reconstructed from the charged leptons. In theZZ→ ```` channel we
choose one of the two reconstructedZ bosons in each event at random. Simulated ‘fake data’ distributions
are fitted with the sum of expected signal and background distributions, where the signal distribution
depends on the anomalous couplings. A binned maximum likelihood fit is employed, with systematic
errors included by convolution with the predictions. Fits are performed to each channel separately, and
a combined fit is performed by multiplying together the likelihoods from the two channels assuming
no correlated errors. Results are presented below for each coupling assuming that only one coupling is
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Figure 95: Differential cross section forpp→ ZZ→ ``νν (` = e, µ) at
√

s = 14 TeV for different values
of the anomalous couplingf Z

4 . The cross sections are calculated using the LO Monte Carlo program
of Baur and Rainwater, withΛFF = 2 TeV and n = 3. All couplings exceptf Z

4 are assumed to be zero.
Distributions are shown for events satisfyingpT(νν) > 50 GeV,pT(`) > 20 GeV and|η(`)|< 2.5.
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non-zero, and that it is real.

Signal prediction. The signal distribution is obtained by combining the predictions of the BR program
with the MC@NLO full-simulation studies described in the previous two sections. In eachpT bin,
the leading order signal cross section is calculated for several values of coupling using the Baur and
Rainwater Monte Carlo program [43]. This calculation includes the kinematic cuts described above for
the``νν channel; no kinematic cuts are applied in the case of the```` channel. The points are fitted to a
quadratic function in the coupling, and this fit is used to obtain the cross section at an arbitrary coupling
value. The leading-order predictions are multiplied by the ratio of theMC@NLO prediction (with the
same kinematic cuts) to the BR Standard Model prediction to account for next-to-leading-order effects.
The expected number of signal events is calculated using the NLO-corrected cross section, the efficiency
of the selection cuts and the integrated luminosity. The efficiency of the selection cuts is determined
from the fully-simulatedMC@NLO signal sample as described in Sections 8.2 and 8.3. The efficiencies
for each channel are shown in Fig. 96. For the```` channel the efficiency, which is relative to all
generated events, tends to increase withpT . For the``νν channel the efficiency is with respect to events
generated withpT(νν) > 50 GeV,pT(`) > 20 GeV and|η(`)|< 2.5, and drops with increasingpT . The
increase in cross section from anomalous couplings rises withpT . Therefore the signal predictions for
are somewhat dependent on thepT binning chosen, particularly for thè̀νν channel. For example, for
f Z
4 = 0.01 (roughly the expected 95% C.L. for 10 fb−1 of data) the total number of``νν events predicted

using the average efficiency is 7% higher than the prediction using the binning in Fig. 96. This leads to
uncertainties of around 15% on the expected limits.

Background prediction. The expected background distribution in the```` channel is calculated from
the fully-simulated Monte Carlo events.Currenly this is Zbb only.The background is small, and the large
errors on the expected background resulting from Monte Carlo statistics have a negligible effect on the
limits. In the``νν channel the expected background is large, and there are insufficient fully-simulated
Monte Carlo events to make a good estimate of the shape of the expected background distribution. ThepT

distributions of the various backgrounds have been compared with signal before applying event-selection
cuts. While many backgrounds (particularly singleZ events) have a steeply-fallingpT spectrum below
100 GeV, at higherpT values the spectra are fairly similar to that of the signal events. Therefore the
background distribution is taken to be a constant fraction of the Standard Model signal expectation. The
signal:background ratio of 1.96 observed in Section 8.3 gives a background:signal ratio of 0.51±0.21,
where the error is from Monte Carlo statistics. The effect of varying this background fraction has been
studied.

Fake ‘data’ samples. Fake ‘data’ distributions are generated from the expected numbers of Standard
Model signal and background events. A systematic error on the signal correlated acrosspT bins is
included by multiplying the expected distribution by a random number selected from a Gaussian distri-
bution with mean one and standard deviation equal to the fractional systematic error discussed below.
The signal expectation is further fluctuated according to the error on the efficiency arising from Monte
Carlo statistics in eachpT bin. The background is treated in a similar manner; signal and background
systematic errors are assumed uncorrelated. Finally, a Poisson fluctuation is applied to the total numbers
of events in each bin.

Likelihood fit. At each value of integrated luminosity, 1000 fake data distributions are generated. Each
distribution is fitted to the sum of expected signal and background using a binned maximum likelihood fit
with a single free parameter. Systematic errors are included in the fit by convolving the expected signal
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Figure 96: (a) Efficiency of selection cuts as a function ofpT in theZZ→ ```` channel. Efficiency is
defined as the number of events passing the selection cuts described in Section 8.2 with the reconstructed
pT of a randomly selectedZ boson in a given bin divided by the total number of generated events with
true Z bosonpT in that bin. (b) Efficiency of selection cuts as a function ofpT in the ZZ→ ``νν

channel. In this case, efficiency is defined as the number of events passing the selection cuts described
in Section 8.3 with reconstructedZ bosonpT in a given bin divided by the number of events generated
with trueZ bosonpT in that bin which also satisfypT(νν) > 50 GeV,pT(`) > 20 GeV and|η(`)|< 2.5.
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and background numbers with Gaussians. The likelihood function for a singlepT bin j takes the form:

L j =
∫ 1+3σs

1−3σs

∫ 1+3σb

1−3σb

G(rs;1,σs) G(rb;1,σb) P(n; rsνs( fV
i )+ rbνb)drsdrb

whereP(n; rsνs( fV
i ) + rbνb) is the Poisson probability of observingn events from a distribution with

mean(rsνs( fV
i )+ rbνb); νs andνb are the expected numbers of signal and background events respec-

tively, with νs being a function of the anomalous coupling parameterfV
i . G(rs;1,σs) is a Gaussian

function with mean one and standard deviationσs, whereσs is the fractional systematic error on the
signal prediction;G(rb;1,σb) is a similar Gaussian function with standard deviationσb equal to the frac-
tional background systematic error. The likelihood function for each channel is formed by multiplying
together the likelihoods for eachpT bin:

L = ∏
j

L j ,

and when fitting to the combined channels the likelihoods for each channel are multiplied together. The
negative log likelihood is miminized.

In the case of the signal, the total systematic error in each bin is the sum in quadrature of the error on
efficiency from Monte Carlo statistics and a systematic error of 7.2%, comprising 6.5% from luminosity
and 3% from lepton identification. With the above formulation of the likelihood function, this systematic
error is effectively uncorrelated betweenpT bins (and between channels). The likelihood function can
be adapted to include the correlations by introducing another integral over the correlated part of the
systematic error separate from that over the uncorrelated part. However, for low integrated luminosities
it is found that the effect of correlations is small, and for simplicity the above formulation has been used
for the results presented below. The background systematic errors arise from Monte Carlo statistics of
the background samples which dominate other expected contributions. For the```` channel the values
arepT -bin dependent; for thè̀ νν channel a value of 41% is used for all bins.

The 95% C.L. interval onfV
i is determined from the values at which the negative log likelihood is

1.92 above the minimum. In a small number of cases (at most∼3%, depending integrated luminosity)
the fit in the``νν does not converge: these fits are discarded when calculating the average limits. In some
fits the negative log likelihood has two minima (equivalent in the case of the symmetricfV

4 couplings)
separated by a local maximum which is more than 1.92 above the minimum. In this case, the limits are
taken from the extreme points at which the negative log likelihood reaches 1.92 above the minimum.

8.4.2 Results and discussion

An example fit for each channel is shown in Fig. 97. The results presented here use fourpT bins for the
``νν channel and sixpT bins for the 4-lepton channel, as shown in Fig. 97. Reasonable modifications
to the number or position ofpT bins change the expected limits by up to 15% (12%) in the``νν (````)
channel. Removing the first twopT bins for thè ``` channel, and fitting only the regionpT > 100 GeV
has a negligible effect on the limits.

Table 66 shows the mean expected limits from each channel separately, and from combining the
channels, for various values of integrated luminosity. With an integrated luminosity of 1 fb−1 the
sensitivities of the two channels are very similar. At higher luminosities, the```` channel becomes
somewhat more sensitive, because it has lower background and hence a lower associated systematic
error. With as little as 1 fb−1 of data it should be possible to improve the LEP limits [4] onf Z

4 , f Z
5 and

f γ

5 by an order of magnitude using a single channel, while a similar improvement onf γ

4 will require both
channels.

At an integrated luminosity of 10 fb−1 , the expected limits have only a low sensitivity to the back-
ground level and to the systematic errors. With the same signal efficiency but no background, the limits

123



DRAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/zztollnn.tex
Last changed on: 2007-12-12 05:07:41 -0500 (Wed, 12 Dec 2007); Revision: 52; Author: Bing Zhou (zhoub) DRAFT

(Z) [GeV]
T

p
0 100 200 300 400 500 600 700 800

E
ve

nt
s

1

10

210

Fake data

Standard Model

Best fit
|Z

4
95% C.L. on |f

 llll→ZZ 
-110 fb

(Z) [GeV]
T

p
100 200 300 400 500 600 700 800

E
ve

nt
s

1

10

210 Fake data

Standard Model

Best fit
|Z

4
95% C.L. on |f

νν ll→ZZ 
-110 fb

Figure 97: Example of a fit to one fake data sample in each channel. The points show the total number of
‘data’ events in each bin (not number per unitpT ). The histograms show the Standard Model prediction
(solid), the best fit (dashed) and the 95% C.L. limit on| f Z

4 | (dotted).
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Table 66: Expected 95% C.L. intervals on anomalous couplings from fits to theZZ→ ```` channel, the
ZZ→ ``νν channel and both channels together for various values of integrated luminosity. In each case,
other anomalous couplings are assumed to be zero.

ZZ→ ````

L / fb−1 f Z
4 f Z

5 f γ

4 f γ

5
1 [–0.023, 0.023] [–0.024, 0.024] [–0.028, 0.028] [–0.029, 0.028]
10 [–0.010, 0.010] [–0.010, 0.010] [–0.012, 0.012] [–0.013, 0.012]
30 [–0.008, 0.008] [–0.008, 0.008] [–0.009, 0.009] [–0.009, 0.009]

ZZ→ ``νν

L / fb−1 f Z
4 f Z

5 f γ

4 f γ

5
1 [–0.024, 0.024] [–0.024, 0.025] [–0.029, 0.029] [–0.030, 0.029]
10 [–0.012, 0.012] [–0.012, 0.012] [–0.014, 0.014] [–0.015, 0.014]
30 [–0.009, 0.009] [–0.009, 0.009] [–0.011, 0.011] [–0.011, 0.011]

Combined
L / fb−1 f Z

4 f Z
5 f γ

4 f γ

5
1 [–0.018, 0.018] [–0.018, 0.019] [–0.022, 0.022] [–0.022, 0.022]
10 [–0.009, 0.009] [–0.009, 0.009] [–0.010, 0.010] [–0.011, 0.010]
30 [–0.006, 0.006] [–0.006, 0.007] [–0.008, 0.008] [–0.008, 0.008]

from the``νν channel improve by 10%, while those from the```` channel change by only∼0.2%; in the
latter case, doubling the background has an effect of only∼0.4%. Reducing all systematic errors to zero
improves the limits by 7% (6%) in thè̀ νν (````) channel. Thus, the background level and systematic
errors are unlikely to be important factors in obtaining limits from early data.

As discussed above, the expected limits are affected by the choice ofpT bins. The number of bins is
currently limited by the statistics of the fully-simulated Monte Carlo events. Future studies would benefit
from increased signal Monte Carlo statistics, particularly in the highpT region. In addition, samples
of fully-simulated events with anomalous couplings should be used to investigate the dependence of the
efficiency at a particularpT value on the production diagram.
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9 Summary

In this note, we have presented the analysis ofW+W−, W±Z0, Z0Z0,W±γ andZ0γ diboson final states
with leptonic decays ofW± andZ0 bosons in the ATLAS detector with the release 12 software. We
concluded that the Standard Model signals ofW+W−, W±Z0, W±γ andZ0γ can be established with
statistical significance better than 5 for the first 0.1 fb−1 integrated luminosity and theZ0Z0 signals both
with four-lepton final states and with dilepton plus neutrino-pair decay channels can be established with
1 fb−1. Table 67 lists the expected numbers of signal and background events and statistical significance
of observing the Standard Model signals, after taking into account the known background contributions.

Table 67: Summary of signal and background of all diboson final states for 1 fb−1 integrated luminosity.
The last column indicates type of analysis and the overall signal selection efficiencies.

Diboson mode Signal Background S/
√

B Analysis (signal eff.)

W+W−→ e±νµ∓ν 419.9±3.5 80.8±8.0 47 BDT (eff=15.2%)
W+W−→ µ +νµ−ν 90.3±1.6 20.2±2.8 20 BDT (eff=6.6%)
W+W−→ e+νe−ν 78.0±1.6 35.4±3.6 13 BDT (eff=4.1%)
W+W−→ `+ν`−ν 103.1±2.6 16.6±2.0 25 Cut based (eff=1.3%)

W±Z→ `±ν`+`− 152.6±1.7 16.1±2.5 38 BDT (eff=17.9%)
53.4±1.6 8.0±1.1 19 cut based (6.3%)

ZZ→ 4` 16.5±0.1 1.9±0.2 12 cut based (eff=7.7%)
ZZ→ `+`−νν̄ 10.2±0.2 5.2±2.0 4.5 cut based (eff=2.6%)

Wγ → eνγ 1901±77 1474±147 50 BDT (eff=6.7%)
Wγ → µνγ 2976±121 2318±232 62 BDT (eff=10.5%)

Zγ → e+e−γ 337.4±12 187.2±19 25 BDT (eff=5.5%)
Zγ → µ+µ−γ 774.8±25 466.7±47 36 BDT (eff=12%)

In all the analysis, the L1 and HLT trigger efficiencies for the final states are studied. The triggers of
1e25i andlmu20 are sufficiently efficient for leptons from boson decays(see Table 13, 55, 65). Therefore
in the early LHC running at low luminosities, for multi-lepton final states, we expect the overall event
trigger efficiency to be high (over 95% for all of the channels relative to offline event selection) when the
single electron and muon triggers are not prescaled. When the luminosity is sufficiently high such that
single electron and muon trigger will be prescaled, it is necessary to rely on the two lepton triggers, such
as 2e15i and 2mu6. In such case, the signal with only one lepton in final state will suffer a loss of trigger
efficiency, while the final state with at least two leptons can still be triggered efficiently.

As discussed in Section 2 in general, and in Sections 4-8 specifically for each diboson final state,
the deviation from the Standard Model prediction for these final states can lead to indications of physics
beyond the standard model. The sensitivities are expressed in terms of constraints on the anomalous triple
gauge boson couplings in the effective Lagrangian. TheW+W−, W±Z0, W±γ final states are sensitive
to the charged anomalous TGC’s through theW+W−Z0 andW+W−γ vertex. Table 68 compares the
95% confidence level sensitivity interval for charged anomalous TGC’s using observables from different
diboson final states with 10 fb−1 integrated luminosity. More complete lists of the sensitivities with
different cutoffΛ, luminosities and observables are given in corresponding sections in the note.

The neutral anomalous TGC’s can be explored by theZ0γ and Z0Z0 final states. BothZ0Z0 →
`+`−`+`− andZ0Z0 → `+`−νν̄ are used to constrain the neutral anomalous TGC parameters (f Z

4 , f Z
5 ,

f γ

4 , f γ

5 ). The 95% C.L. intervals on the anomalous couplings for 10 fb−1 luminosity are list in Table 69.

126



DRAFT URL: svn://dzerox.physics.lsa.umich.edu/diboson/CSC_note/trunk/summary.tex
Last changed on: 2007-12-16 05:07:41 -0500 (Sunday, 16 Dec 2007); Revision: 53; Author: Bing Zhou (zhoub) DRAFT

Table 68: 95% C.L. interval of the anomalous coupling sensitivities fromW+W−, W±Z0, W±γ final
states with 10.0 fb−1 integrated luminosity and the cutoffΛ = 2TeV. The table also indicates the variables
used in the fit to set the AC sensitivity interval. For comparison, some recently published limits from
Tevatron and LEP are also listed.

Diboson, λZ ∆κZ ∆gZ
1 ∆κγ λγ

(fit spectra)

WW, (MT) [-0.040, 0.038] [-0.035, 0.073] [-0.149, 0.309] [-0.088, 0.089] [-0.074, 0.165]

WZ, (MT) [-0.015, 0.013] [-0.095, 0.222] [-0.011, 0.035]

W(eν)γ, (PT(γ)) [-0.34, 0.12] [-0.07, 0.03]
W(µν)γ, (PT(γ)) [-0.30, 0.09] [-0.05, 0.02]

W±γ (D0),
L = 0.16fb−1 [-0.88,0.96] [-0.2,0.2]

WZ, (D0)
L = 1.0fb−1 [-0.17, 0.21] [-0.12, 0.29] (∆gZ

1 = ∆κZ)

WW, (LEP) (λγ = λZ,∆κZ = ∆gZ
1 −∆κγ tan2 θW) [-0.051,0.034] [-0.105,0.069] [-0.059,0.026]

The ATLAS diboson physics studies for the CSC note are a collective effort by nine ATLAS groups.
While each individual analysis is done independently, a few common analysis techniques and tools are
shared. For event selection, the Boosted Decision Trees technique is used in the analysis ofW+W−,
W±Z0 , W±γ and Z0γ final state. This method is described in detail in Appendix A. In general, the
multivariate method improves the signal to background ratio, especially for events with less well defined
kinematics, such as final states involving W. The input variables are chosen to differentiate the signal
events from the background events, such as particle identification variables, lepton isolation energy,
additional jet activities in the event, and significance of the missing transverse energy, as well as the
kinematic relations between the leptons. TheBDT-output spectrum is used as a discriminator to separate
the signal from the background. The sensitivity to the signal events can be optimized by varying the cut
on theBDT-output.

The presence of the anomalous TGC’s modifies the diboson production mechanism, in terms of
total production rate as well as phase space distributions. The binned likelihood method with event
weighting is the most effective way to detect the presence of the anomalous TGC’s. It is practically
impossible to simulate the events with every different non-standard model coupling, but it is also not
necessary, because the SM events can be re-weighted according the additional contributions from the
anomalous couplings on an event by event basis. The re-weighting process requires that for each event,
according to the kinematics, the ratio of matrix element squared of the SM process to that of process
including and SM and non-SM contributions be known. This is equivalent to simulate the events with all
different anomalous couplings. In practice, because of the limitation of the generators, there-weighting
is parametrized with only a limited number of variables.

The current status of the MC generators for diboson is less than satisfactory.MC@LNO is integrated
with parton shower (Herwig), but it does not have matrix elements for the effective Lagrangian beyond
the Standard Model with the anomalous couplings. TheBHO MC program can generate at the LO
and NLO the diboson events with anomalous couplings, but it can not be correctly integrated with the
parton shower programs. In our current analysis,MC@LNO is used to simulate the SM events. Then
the BHO MC with anomalous TGCs is used to re-weight the events so that the fully simulated events
can effectively have the anomalous TGC’s, or the fast simulation ofBHO MC events are corrected by
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Table 69: Expected 95% C.L. intervals on anomalous couplings from fits to theZZ→ ```` channel, the
ZZ→ ``νν channel and both channels together for 10 fb−1 integrated luminosity. In each case, other
anomalous couplings are assumed to be zero. 95% C.L. NTGC limits from LEP ZZ detection are also
listed.

f Z
4 f Z

5 f γ

4 f γ

5

ZZ→ ````
[–0.010, 0.010] [–0.010, 0.010] [–0.012, 0.012] [–0.013, 0.012]

ZZ→ ``νν

[–0.012, 0.012] [–0.012, 0.012] [–0.014, 0.014] [–0.015, 0.014]
Combined

[–0.009, 0.009] [–0.009, 0.009] [–0.010, 0.010] [–0.011, 0.010]

LEP Limit

[–0.30, 0.30] [–0.34, 0.38] [–0.17, 0.19] [–0.32, 0.36]

the full simulation for acceptance and efficiency, and used directly to compare with the MC mock data.
A third approach is under the investigation. The approach intends to include the LOBHO MC events
into the parton shower MC programs (Pythia or Herwig), thus allowing the full simulation of events with
anomalous TGC’s. The NLO effects are then taken into account byPt dependent k-factors, derived at
generator level.

As discussed in Section 3, from the Tevatron experience, it is essential that the detector performance,
such as lepton and photon identification efficiencies and the fake rates should be studied and determined
with real data. We have presented in theW±Z0 section in this note a study of the muon detection effi-
ciency determined by the so calledtag− probemethod developed in D0 experiment, and compared the
results to the efficiencies determined by using the MC truth information. Very good agreement between
two methods has achieved. The most challenge work will be understanding the QCD background from
data and estimating the systematic uncertainties from data, different MC generators and PDF’s. Our
continued efforts will focus on those issues and the development of the tools and procedures for LHC
diboson physics studies.
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Appendices

A Boosted decision trees

In this note, we used an advanced data analysis technique - Boosted Decision Trees(BDT) for diboson
analysis to improve the physics potential. BDT [2] has been firstly reported for the data analysis in
MiniBooNE experiment, it works better than Artificial Neural Networks(ANN). The BDT has been
used in HEP data analysis in recent years [3]. The detail technique of the BDT can be found in the
references [2].

The motivation for the boosting algorithm is to design a procedure that combines many “weak”
classifiers(eg. decision trees to achieve a powerful classifier(eg. boosted decision trees).

Figure 98: Diagrams for Boosted decision-trees. FromTree(i) to Tree(i + 1) the mis-classified events
are increased weights based onboostingargurithm. The ’note’ (box) in the diagram is the variable to
be split to separate signal and background in the ’decision-tree’ structure.S andB denote signal and
background, respectively. The ’circles’ are tree leaves, depending on the signal to background ratio,
those leaves are defined as signal ot background leaves.

We only give a very brief description in this note. As illustrated in Figure 98, the BDT program
works with a set of data including bothsignalandbackground. Data are presented by a set of physics
variable distributions. Adecision-treewill split data recursively based on ’cuts’ on the input variables
until a stopping criterion is reached (e.g. purity, too few events, number of nodes). Every event ends up
in a signalor abackground’leaf’ of the decision tree. Misclassified events will be given larger weights
in the next tree (boosting). Such procedure is repeated several hundreds to thousand times until the
performance reaches optimal. For a given event, if it lands on thesignal leaf in one tree, it is given
a score of 1, otherwise, -1. The sum of theweightedscores from all trees is the final score (BDT
output) of the event. The procedure described above is the BDTtraining procedure. The measure of
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theBDT performance to separate the signal from the background is done with statistically independent
testsample. For a giventestevent, it is followed through each tree in turn. The high score for a given
test event means this event is most likely asignalevent, and low score, abackgroundevent. The major
advantages of boosted decision trees are their stability, their ability to handle large number of input
variables, and their use of boosted weights for misclassified events to give these events a better chance
to be correctly classified in succeeding trees.

A.1 Decision Trees

What criterion is used to define the quality of separation between signal and background in the split?
Imagine the events are weighted with each event having weightWi . Define the purity of the sample in a
branch by

P = ∑sWs

∑sWs+∑bWb
,

where∑s is the sum over signal events and∑b is the sum over background events. Note thatP(1−P) is
0 if the sample is pure signal or pure background. For a given branch let

Gini = (
n

∑
i=1

Wi)P(1−P),

wheren is the number of events on that branch. The criterion chosen is to minimize

Ginile f t son+Giniright son.

To determine the increase in quality when a node is split into two branches, one maximizes

Criterion = Gini f ather−Ginile f t son−Giniright son.

At the end, if a leaf has purity greater than 1/2, then it is called a signal leaf and if the purity is less
than 1/2, it is a background leaf. Events are classified signal if they land on a signal leaf and background
if they land on a background leaf. The resulting tree is adecision tree.

A.2 Boosting Algorithms

If there areN total events in the sample, the weight of each event is initially taken as 1/N. Suppose that
there areNtree trees andm is the index of an individual tree. Let

• xi = the set of PID variables for theith event.

• yi = 1 if the ith event is a signal event andyi =−1 if the event is a background event.

• wi = the weight of theith event.

• Tm(xi) = 1 if the set of variables for theith event lands that event on a signal leaf andTm(xi) =−1
if the set of variables for that event lands it on a background leaf.

• I(yi 6= Tm(xi)) = 1 if yi 6= Tm(xi) and 0 ifyi = Tm(xi).

There are at least two commonly used methods for boosting the weights of the misclassified events in
the training sample. For diboson analysis, we only usedε-Boost, briefly described in the following.

For ε-Boost [2], after themth tree, change the weight of each eventi, i = 1, ...,N:

wi → wie
2εI(yi 6=Tm(xi)),
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whereε is a constant of the order of 0.01. Renormalize the weights,wi → wi/∑N
i=1wi . The score for a

given event isT(x) = ∑Ntree
m=1Tm(x), which is the sum of the scores over individual trees.

Typically, one may build several hundred or 1000 trees this way until the BDT preformance is opti-
mal. In the diboson analysis, we built 1000 decision trees usingε-boost algorithm withε = 0.01. Each
tree has 20 leaves, the minimum events in each leaf is 50. A score is now assigned to an event as follows.
The event is followed through each tree in turn. If it lands on a signal leaf it is given a score of 1 and if
it lands on a background leaf it is given a score of -1. The sum of all the scores is the final score of the
event. High scores mean the event is most likely signal and low scores that it is most likely background.
By choosing a particular value of the score on which to cut, one can select a desired fraction of the signal
or a desired ratio of signal to background.

A.3 How to Select Input Variables

One of the major advantages of the boosted decision tree algorithm is that it can handle large numbers of
input variables. Generally speaking, more input variables cover more information which may help to im-
prove signal and background event separation. Often one can reconstruct several dozens variables which
have some discriminant power to separate signal and background events. Some of them are superior to
others, and some variables may have correlations with others. Too many variables, some of which are
“noise” variables, won’t improve but may degrade the boosting performance. It is useful to select the
most useful variables for boosting training to maximize the performance. The effectiveness of the input
variables was rated based on two criterion;
1) how often each variable was used as a tree splitter,
2) the gini index contribution of each variable.

A.4 Event Reweighting Training Technique

The recent development we made for LHC physics analysis is the event reweighting technique incorpo-
rated in the original ANN and BDT programs. For the standard ANN and BDT techniques, the weights
for training events are equal. It works fine if training MC samples from different physics processes are
generated based on their cross sections. For hadron colliders such as LHC, however, it is unrealistic
and inefficient to generate MC data for all the physics processes with full detector simulation based on
their production rates. This is simply because of limited CPU time and data storage capacity. If we treat
these MC events from different sources equally using the standard training technique, ANN and BDT
will pay more attention to the more numerous MC events which will introduce a large training bias and
degrade the overall background rejection. To avoid the training prejudice and to improve the PID perfor-
mance, I presented a multivariate training technique using event reweighting for ATLAS data analysis
which enable us to build single powerful PID by properly combining all backgrounds together using
event reweighting for PID training. The ANN and BDT with event reweighting training has significantly
better performance than those with the standard training technique.
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B Binned maximum likelihood

To build the confidence intervals we usedbinned maximum likelihood caculations. Expected and ’ob-
served’ (from MC experiments) events are binned by one or more observable. Observables such as
MT(VV) andpT(V) are choosen because we find in MC experiments their distribution is especially sen-
sitive to anomalous TGCs. The most dramatic effect is an increase in the highMT or pT cross section,
so it is important to also include the overflow bin in our likelihood calculation.

For each bin expected signal and background are compared to the the ’observation’ with a likelihood.
At it’s core, the likelihood is based on Poisson statistics

p(n;ν) =
νn e−ν

n!
, with ν = νS+νB,

whereν the predicted mean value of the expected number of events, which is determined by both the
signal, νS, and the background,νB. The predicted signal is determined from the standard equation,
νS = L εσ . HereL is the total integrated luminosity,ε is the overall acceptance, andσ is the cross
section which is a function of the coupling parameters. For background process, the cross sections
are taken from the SM predictions. We assume the systematic errors of the signal and background are
Gaussian and uncorrelated for each bin. Thus, we convolve two Gaussian distributions with the Poisson
distribution to form the likelihood

L =
∫ 1+3σb

1−3σb

∫ 1+3σs

1−3σs

gs gb
( fsνs+ fbνb)n e−( fsνs+ fbνb)

n!
d fsd fb

where

gi =
e(1− fi)2/2σ2

i∫ ∞
0 e(1− fi)2/2σ2

i
, i = s,b.

Here the total systematic uncertainty of signal and background appear asσs andσb, respectively.
From these likelihoods a total log-likelihood is formed from all the bin likelihoods. Some pro-

cesses may also be separated into multiple channels (such as the three decay combinations ofWW→
ee,eµ,µµ). Also, we will include a factor of -2 which makes this test statistic comparable to a chi-
squared distribution. Thus, the log likelihood is

LL =−2 ∑
k=channels

∑
i=bins

log(Lk
i ).

For this test statistics the 95% confidence-level interval is taken to be at the minimum+1.92 when fitting
one anomalous coupling, and at the minimum+2.99 for a fit in a 2-dimensional space of anomalous
couplings.
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C W+W− event selection based on straight cut analysis (with CBNT)

A complementary study onW+W− → `+ν`−ν event selection and analysis has been performed using
the CBNT datasets. Comparing to the analysis based on theAOD datasets, much more background
events have been included in the studies. The strategy of this study is make sure to establish theW+W−

signal with enough statistical significance for the first integrated luminosity of 0.1 fb−1. This analysis
also served as a stepping stone to develop the advanced analysis tool, the Boosted-Decision-Trees, for
diboson physics studies.

C.1 WW event selection with straight cuts

Event Selection forWW leptonic decays with straight cuts are described below.

• Two isolated leptons with transverse momentum,pT , greater than 20 GeV, and at least one with
pT greater than 25 GeV.

• Missing transverse energy,/ET , greater than 30 GeV.

• Invariant mass of two leptons,M``, greater than 30 GeV; veto the events withMee or Mµµ within
the Z-mass window: 70 GeV< M`` < 120 GeV.

• Vector sumEhad
T = |∑(~E`

T)+missing~ET |< 60 GeV.

• Sum of total jet transverse energy to be less than 120 GeV.

• Maximum number of hadronic jets with energy greater than 30 GeV = 1.

• Transverse momentum of the dileptonpT(~̀1 +~̀2) > 30 GeV.

• Vertex difference between two leptons in beam direction,∆Z < 0.8mm, and in transverse plane
(impact parameter),∆A < 0.1mm.

Overall detection acceptance forWW→ eνµν is about 6.5%, which includes geomatric and kine-
matic acceptance (∼ 38.5%), and lepton ID and event selection efficiencies (∼ 16.8%).

The background fore+νe−ν and µ+νµ−ν channels are much higher compared to theeµ + /ET

channel. We have to apply additional cuts to reject the dilepton events from Drell-Yan andZ + jet
processes. Forµ+µ− final state we further required the event must satisfy the following additional cuts:

∆φ(µ, /ET) > 1 rad, and Ehad
T < 40 GeV.

For e+e− final state, we applied following additional cuts:

• 0.9 < E/P < 2.0;

• Njet < 1;

• 0.5 < ∆φ(e+,e−) < 2.5;

• Ht < 400 GeV, whereHt is the total visible transverse energy in an event;

• /ET/
√

Ht > 90.
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C.2 Results

The signal and background events pass the selection cuts are summarized in Table 70. Number of events
are normalized to 1 fb−1 integrated luminosity. From this Table, it is clear that the most sensitive
channel forWW detection is theeµ + /ET final state. We expect to observe 267eµ + /ET events with
1 fb−1 integrated luminosity. 2/3 of the events should be theWW→ eνµν signal. The signal statistical
significance,σ = S/

√
B, is 18.9. Even for 0.1 fb−1 integrated luminosity, we should be able to establish

theWW→ eνµν signal with significance better than 5.

Process Nsignal Nbackground S/B

WW→ e±νµ∓ν 178.1±2.1 88.8±14 2.01
WW→ e+νe−ν 21.6±1.1 22.4±3.4 0.96
WW→ µ±νµ∓ν 31.5±1.6 113.2±16.5 0.28

Table 70: Expected signal and background events forWW→ `+ν`−ν detection using cut-based analysis.
Events are normalized to 1 fb−1 integrated luminosity.

Background breakdown forWW→ eνµν analysis is listed in Table 71. From our analysis we found
that the major background contributions come from thett̄ and theZ+ jetsevents.

Process Nselected Percentage

WW→ e+νe−ν 178 100%
Total background 88.8 100%
tt̄ 25.1 28.3%
Z+ jets 24.7 27.8%
W±Z 14.0 15.8%
Drell-Yan(`+`−) 12.57 14.2%
W → µν 11.0 12.4%
Zγ 1.2 1.4%
ZZ→ ```` 0.5 0.5%

Table 71: Expected signal and breakdown of the background events from different sources forWW→
eνµν detection based on cut-based analysis. Events are normalized to 1 fb−1 integrated luminosity.
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D Study of theWγ background for W+W− detection

A significant background toW(W→ eν) production isWγ production, where the photon converts asym-
metrically in the tracker material to produce a single high-momentum electron. We have investigated
methods ofWγ background reduction, and find both conversion removal and hit requirements in the
inner pixel layers to be effective.

MC Samples

To studyWγ production at ATLAS, we use CBNT ntuples produced in ATLAS reconstruction version
11 from aWγ PYTHIA-generated event sample. The sample was generated with initial-state photon
radiation (ISR) and a leading-order cross section of 11.7 pb. We expect higher-order QCD corrections to
be of a similar size to those at the Tevatron, O(60%). Final-state radiation (FSR) contributes twice the
cross section of ISR at low photon momentum, but drops significantly with increasing photon energy.
We anticipate FSR corrections to be smaller than QCD corrections for the final event sample.

Prior to detector simulation, events are filtered with a requirement of photonET > 25 GeV, with a
resulting efficiency of 63.7%. We expect a filter with a lowerET threshold would increase the background
by no more than a few percent. A total of 95550 events are used for our background studies.

Background Estimate

We obtain a rough estimate of the number of background events expected in the(W → eν)(W → eν)
sample by selecting events with two electron candidates withET > 25 GeV and/ET> 25 GeV. The
candidates are required to haveE/p < 3, hadronic to electromagnetic energy ratio (Had/EM)< 0.02,
isolation energy< 0.2, and an associated track withpT > 10 GeV. We estimate the background using a
cross section of 11.7×0.673×1.6= 12.6 pb, which accounts for the filter efficiency and the NLO QCD
correction. We find an acceptance of 1305/95550= 0.01366 for the kinematic and electron identification
selection, resulting in 172 events per fb−1 in theeeνν sample. At this level,Wγ production would be the
dominant background in this sample, so we next investigate methods of background reduction.

Since theWγ background results from a conversion in the tracker material, we expect a conversion
removal algorithm to significantly reduce this background. We developed an algorithm searching for
opposite-sign tracks to the identified electron track, with the two tracks having a mass consistent with
zero (|m|< 0.2 GeV), similar polar angle (∆cotθ < 0.008), and a common vertex (minimum two-track
rφ separation between−1 cm and 0.1 cm). The conversion radius of such track pairs is shown in Fig.
99.

We additionally study the conversion variableeg convTrkMatch in the CBNT. This variable has
complementary conversion rejection to our simple algorithm. Rejecting events passing our simple algo-
rithm, we would expect 110Wγ events per fb−1; rejecting events passing theeg convTrkMatch variable
would result in 97 events per fb−1. Rejecting events passing either algorithm gives only 42 events per
fb−1.

If the conversion is highly asymmetric, there may be only one reconstructed track from the conver-
sion. In this case, a track-based conversion removal will not be effective. However, since the conversion
occurs in the tracking material, requiring the electron track to have a hit in an inner layer of the tracking
material will significantly reduce the amount of material in which the photon can convert. We find that
requiring at least 1 B-layer hit cuts the background in half (after conversion rejection), to 21 events per
fb−1.
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Figure 99: The radius of conversion of track pairs satisfying requirements on the two-track mass, differ-
ence in polar angle, and minimumrφ separation.

Summary

We have estimated theWγ background to the(W → eν)(W → eν) sample. Without selection targeting
conversions, the signal to background ratio is on the order of 1 to 1. Applying conversion rejection and
a B-layer hit requirement reduces the background by a factor of≈ 8. Further studies are necessary to
investigate the efficiency of these requirements for electrons fromWW decay.
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E Anomalous TGC sensitivity study using fast simulations

This section describes the anomalous TGC sensitivity studies inW+W− production using fast simula-
tions to the MC events produced with non-SM anomalous couplings.

The most stringent direct limits on the anomalous TGC parameters have been achieved by the LEP
experiments using thee+e−→W+W− events at LEP II program. The 95% C.L. intervals [4] obtained by
combining the results from the four LEP experiments (until the end of 1999, at center-of-mass energies
up to 202 GeV) are:

−0.051< ∆gZ
1 < +0.034

−0.105< ∆κγ < +0.069

−0.059< λγ < +0.026.

The TGC parameters are related byλγ = λZ and∆κZ = ∆gZ
1 −∆κγ tan2 θW. In each case, the param-

eter listed was varied while the remaining are fixed to their SM value. Both statistical and systematic
uncertainties are included.

E.1 BHO MC generator

For the study of anomalous TGC the NLO MC generator of Baur, Han and Ohnemus [21] (henceforth
referred to as BHO) is used. This program generates WW production, withW decaying to leptons. The
most generalC andP conserving anomalousWWZandWWγ couplings are included. In this generator
the diagrams contributing toO(αs) are the squared Born (LO) graphs, the interference of the Born with
the virtual one-loop graphs, and the squared real emission graphs. The BHO generator employs the
phase space slicing method and the calculation is performed in the narrow width approximation for the
leptonically decaying gauge bosons. The program generates the n-body final state events, for the Born
and virtual contributions, and the n+1-body final state events for the real emission contributions. The
spin correlations in the leptonic decays are included everywhere except in the virtual contributions. The
BHO generator is interfaced to PYTHIA for the fragmentation of partons and hadronization, and ATLfast
for the fast simulation of the ATLAS detector. The events produced by the BHO generator contain the
leptonic decay products ofWW bosons (the n-body final state), and at most one colored parton in the
final state (the n+1-body final state). For the events with a colored parton in the final state, the method of
independent fragmentation [47] is used to produce the color-singlet particles which form the input for
detector simulation. The standard parton shower approach cannot be applied to the events produced by
the BHO generator, since this would double count regions of phase space. The CTEQ5M PDF and factor
scaleQ2 = M2

W is used.

After fast simulations of ATLAS detector, the set of kinematic cuts ”B”, described in section 4.4.1, is
applied. This set of cuts optimizes sensitivity to anomalous TGC measurements. Since MC@NLO gen-
erator is more realistic, shape and cross section of BHO distributions (used for TGC study) are corrected
to MC@NLO distributions (with same kinematic cuts). Comparison of BHO and MC@NLOpT distri-
butions obtained after fast and full simulations of ATLAS detector and selection cuts B is shown in Fig.
100.

E.2 Fast simulation and fitting method

Anomalous TGC affect both the total production cross section and the differential cross section. Since
the anomalous couplings contribute only in thes− channel, their effects are concentrated particularly
in central rapidity region and at large transverse momenta ofW bosons andW+W− pairs. Since in the
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Figure 100: BHO and MC@NLO predic-
tions for leptonpT distribution after fast
and simulations of ATLAS detector and
”B” selection (section 4.4.1).

dilepton channels the W andW+W− transverse momenta cannot be unambiguously reconstructed, as an
option the transverse momentum distribution of leptons or lepton pairs can be studied.

In this note, the limits of the anomalous TGC couplings are evaluated by using a binned maximum
likelihood fit to compare thepT distributions of ”mock” ATLAS data to the Monte Carlo reference dis-
tributions (theoretical expectations) which are a function of the TGC parameters. ThepT distribution
of ”mock” data which correspond to an ATLAS experiment is simulated with SM TGC parameters us-
ing BHO generators interfaced with PYTHIA. The shape of BHO distribution and corresponding cross
section obtained after fast simulation of ATLAS detector, and kinematical cuts (selection ”B”) are cor-
rected to MC@NLO distribution obtained after full simulation of ATLAS detector (with same kinematic
cuts).The ”mock” data distribution is constructed by sampling each bin according to a Poisson distri-
bution with the mean given by the relevant bin content of the SM reference histogram. Afterwords,
contribution of all background processes is added.

Monte Carlo reference distributions (theoretical expectations) as a function of the TGC parameters.
are obtained by expressing differential cross section in eachpT bin by a quadratic function of two
coupling parameters i.e.:

dσ(∆κ,λ )
dpT

= α0
dσSM

dpT
+α1∆κ +α2λ +α3∆κ

3 +α4λ
2 +α5∆κλ . (9)

The six αi coefficients are determined for eachpT bin by fitting the function Eq. (9) to nine BHO
Monte Carlo samples for the following combinations of two TGC parameter values: (−∆κ,λ ), (0,λ ),
(∆κ,λ ), (−∆κ,0), (0,0), (∆κ,0), (−∆κ,−λ ), (0,−λ ), (∆κ,−λ ). These values form 3×3 grid centered
on the SM values of (∆κ,λ )=(0,0). The size of the grid is chosen to be slightly larger than the expected
95% C.L. for the corresponding pair of couplings. With extracted coefficientsαi andβi , we are able
to predict the cross section in a givenpT bin for any pair (∆κ,λ ). The error of such a parametrization
is evaluated by calculating the cross sections with the BHO generator at random points inside the grid
and then comparing them with the the approximation Eq. (9). The largest error of the approximation
is found to be less than 2%. MC reference distributions are obtained after fast simulation of ATLAS
detector, and after kinematical cuts (selection ”B”). Each bin of MC reference distributions is multiplied
by the corresponding factor obtained from the ratio of MC@NLO and BHO distribution with SM values
of TGC parameters. Finally, contribution of all background processes is added. The details of the binned
likeliyhood fit are described in section 8.4.
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Figure 101: The transverse momentum distribution of leptons after applying the kinematic cuts. The
points with error bars represent ”mock” data with integrated luminosity of 10 fb−1 . The lines are SM
MC distribution and∆κZ = 0.2 theoretical expectation. The contribution of all backgrounds to reference
distributions is shown as a shaded histogram.

An example of a maximum likelihood fit to the transverse momentum distribution of leptons is shown
in Figure 101. The points with error bars represent ”mock” data with integrated luminosity of 10 fb−1

. The lines are SM MC distribution and∆κZ = 0.2 theoretical expectation. The contribution of back-
grounds to reference distributions is shown as a shaded histogram.

E.3 Anomalous TGC limits

The limits for anomalous TGC are derived when one or two parameters of the ofWWV couplings are
varied from their SM values. By varying the parameters ofWWZor WWγ couplings separately it is
possible to compare sensitivity limits for TGC parameters inWW, WZandWγ production.

The 95% C.L. limits obtained when only one parameter of theWWZandWWγ couplings is varied
are summarized in Table 72. In order to obtain the best estimate of the limits that will be achieved at
ATLAS, they are averaged over 1000 simulated ATLAS experiments. The limits are shown for various
integrated luminosity (1, 10 and 30 fb−1 ) and for form factor scale,Λ =2 TeV. The systematic uncertain-
ties associated with the sensitivity limits of the TGC parameters are included. The following systematic
effects are estimated: background rate systematics, parton density function systematics, systematics aris-
ing from neglected higher order corrections, and systematics arising from size of the grid and p.d.f.’s used
for the MC reference distributions. It is found that at integrated luminosities up to 30 fb−1 the TGC lim-
its have only a low sensitivity to the systematic errors. From the Table 72 we can see that with increasing
integrated luminosity from 1 to 30 fb−1 limits will be improved and precise investigation of TGC will
be possible with the first 10fb−1 of LHC data. However, these results should be taken with caution, be-
cause they have been derived simply by scaling the histograms obtained for low luminosity, and effects
such as the pile-up have not been accounted for. Nevertheless, the results provide information on how an
increase in luminosity will improve the sensitivity limits of TGC parameters. For integrated luminosity
of 30 fb−1 and form factor scaleΛ =2 TeV,WWZcouplings∆κZ andλZ can be measured with an accu-
racy of 0.05 to 0.08 with 95% C.L. Increase of form factor scale from 2 to 5 TeV, improves sensitivity
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Table 72: 95% Confidence Limits forWWZ andWWγ coupling parameters for various integrated
luminosity and for formfactor scaleΛ =2 TeV.

1 fb−1 10 fb−1 30 fb−1

WWZcouplings
∆κZ (-0.16, +0.24) (-0.077, 0.11) (-0.055, 0.083)
λZ (-0.17, 0.12) (-0.085, 0.064) (-0.061, 0.058)

∆g1
Z (-0.56, 0.66) (-0.30, 0.45) (-0.22, 0.33)

WWγ couplings
∆κγ (-0.36, 0.52) (-0.18, 0.27) (-0.091, 0.15)
λγ (-0.32, 0.30) (-0.19, 0.16) (-0.14 0.12)

Equal couplings:∆κZ=∆κγ , λZ=λγ

∆κ (-0.12, 0.19) (-0.060, 0.097) (-0.041, 0.072)
λ (-0.14, 0.10) (-0.071, 0.052) (-0.052 0.039)

limits by ≈ 40−50%. Because of the larger coupling of the Z boson to quarks and to the W bosons,
theW+W− production is more sensitive toWWZcouplings than toWWγ couplings. Consequently, the
limits for ∆κγ andλγ are≈ 2 times larger compared to the limits ofWWZcouplings. Comparison with
limits obtained fromWZ andWγ production shows that in spite of limited information available for the
final state, theWW production can provide stringent limits for the∆κZ parameter, compared with the
sensitivities expected in other channels at LHC. This TGC limits are in fair agreement with a previous
study [48] carried out completely with fast simulation of ATLAS detector and ”B” selection cuts.
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