PRELIMINARY PLAN FOR PHYSICS AND COMPUTING, 

IN THE U.S. ATLAS PROJECT

INTRODUCTION

This document describes the necessary additions to the U.S. ATLAS Project Management Plan to include the activities required to carry out the activities of simulation of physics events in a realistic model of the real detector and analysis of data from the experiment when colliding beams begin, as well as from test beams.   Our goals are to provide the tools that our physicists need, and to ensure to the best of our ability the completion of the ATLAS computing and analysis system, and to help create the conditions that allow our physicists to play a leading role in the physics analysis of ATLAS.  If they are provided with the right tools and working conditions, the U.S. physicists and engineers should be able to provide ATLAS with a very important component of the physics analysis and simulation capability and exert a correspondingly large influence on the decisions.  We must make sure that the hardware and connectivity can support our people whether they are working at CERN or at their home institutions.  

We are in the midst of a paradigm shift in computing for large experiments.  The data sets are growing in size and complexity by a large factor, and to cope with the problem we need to use the best new industrial computing products and computing engineers with professional training in the new techniques.  Many of our physicists must be trained as well.  The scale of the problem is such that we will need to mobilize all of the human resources available at our collaborating laboratories and universities, but we have found that this will not be sufficient.  In particular, we are deficient in the number of young physicists who can concentrate their attention on these problems.  We must find a way of recruiting them and offering them training in the new software techniques so that they can work effectively in collaboration with the software engineering in our project.

Since the only aim of this effort is to enable the best possible physics analysis with the best use of the limited resources available, there needs to be a very tight coupling between the effort on analysis tools and the physics.  For that reason, in the present phase we include Physics Coordination together with Computing in the same unit reporting to the Associate PM.  As the time for the start of real data approaches, this is probably not an appropriate organization and a restructuring should take place.

MANAGEMENT PLAN 

This document describes only the additions to the U.S.ATLAS Project Management Plan needed to include the Physics and Computing effort.  All the provisions of the PMP apply to this effort.  This includes the Laboratory Oversight, the reporting to the Joint Oversight Group, the Line Management structure in the U.S. ATLAS Project, the Roles and Responsibilities, the Advisory Bodies such as the PAP and the Executive Committee, the Memoranda of Understanding with U.S. ATLAS Institutions, our relationship with ATLAS, Reporting Change Control and the general philosophy of Deliverables as the equivalent of the ATLAS Memorandum of Understanding.  The additions described here, in their final version, will be included in a revision of the PMP by the mechanism described in the PMP for revisions.

LINE MANAGEMENT

The manner in which the Line Management will be altered to include this new effort is shown in an organogram in the Figure.  An Associate Project Manager for Physics and Computing (APM) will be appointed by the PM to lead this effort.  The concurrence of the JOG and the Collaboration will be sought.  The magnitude of the effort required to reach our goals necessitates the efforts of several people with tasks comparable to our other Subsystem Leaders, and their coordination and the many interfaces with U.S. universities and laboratories, and with ATLAS and the many institutions and laboratories in the international collaboration require special competence at the Project Manager level.  Since the present Detector Project has an on-going series of complex issues to deal with, the Management must be strengthened.

There will be four Level 3 leaders reporting to the APM:

The Physics Coordinator, responsible for the interface with physics issues, including advice on the choice of U.S. deliverables, studies of physics topics, addressing the needs for simulations and special analysis tools, advice on the development of analysis tools and interface with other physics groups in ATLAS and in the elementary particle community.

The Training Coordinator, who is responsible for the several kinds training program we need.  The great importance of this effort has been mentioned in the Introduction.  It is important not only for new Ph D's who are competent in physics, but need high level training in new computing techniques.  It is also important for older physicists who wish to make use of their skills and experience but need to upgrade their training.  As we include more graduate students in our experiment, their training will be important.  As well as the benefits to ATLAS, it is most desirable that elementary particle physicists and post-docs in particular should have computing skills at a high level to join with their knowledge of physics.  Then, wherever they enter the job market they will keep the reputation that physicists can tackle almost any problem that has been important in our field in the past.

The Computing Subsystem Leader should have a high level of qualification in the profession of software engineering, with experience in physics analysis as well.  She or he will lead an effort involving many institutions as well as the central effort supporting the tools for the whole collaboration, so project management skills and experience is important.

The Computing Facilities Leader should be a recognized expert in this field, with a strong record of producing reliable and economical service for the collaboration.

ADVISORY BODIES

In addition to the Advisory Bodies in place and described in our PMP, there should be a Computing Advisory Board composed of experts within ATLAS and U.S. ATLAS, and a few experts from outside the Collaboration.  Our organogram shows this body reporting to the APM, but the option of reporting to the PM, in order to emphasize the oversight role, could be adopted after discussion with the APM.  We of course anticipate external reviews reporting to the JOG as there have been for the Project up to now.

DELIVERABLES

Our policy of defining our contributions to ATLAS by means of well-defined deliverables has been very useful up to now, and we expect to follow this scheme for computing, where the possibility of open-ended commitments is even greater.  These Deliverables will be specified in a future revision of the PMP, with a schedule suitable for frequent detailed tracking and a resource loaded budget with several levels of Contingency and Management Contingency, as in the rest of the Project.

PROJECT OFFICE 

The strong management described in the previous section requires a substantial effort.  We believe that the present U.S. ATLAS Project Office can carry it out with a relatively small increase in effort.  There will need to be an additional Project Engineer for this work.

TRAINING 

The importance of the Training effort has been emphasized above.  The exact manner in which this will be carried out should be worked out with the Training Coordinator.
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