Measurement of the $K^+ \to \pi^+\bar{\nu}\bar{\nu}$ branching fraction
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PACS numbers:

I. INTRODUCTION

A. $K^+ \to \pi^+\bar{\nu}\bar{\nu}$ in the standard model

B. Interpretation of the decay $K^+ \to \pi^+$ nothing

C. Previous results on $K^+ \to \pi^+\bar{\nu}\bar{\nu}$ below the $K_{\pi2}$ peak

D. The E949 detector

An extensive and detailed description of experiment E949 at Brookhaven National Laboratory has been provided elsewhere [1]. In this Section we provide a summary description of the detector and emphasize the features essential to the acquisition and analysis of data in the $\pi\nu\bar{\nu}(2)$ region.

E949 used an incident 710 MeV/c $K^+$ beam that was degraded and stopped in the scintillating fiber target as shown schematically in Figure 1. Observation of the decay $K^+ \to \pi^+\bar{\nu}\bar{\nu}$ requires detection of the incoming $K^+$ and outgoing $\pi^+$ in the absence of any other coincident activity. The charged pion was identified kine-
matically by energy, momentum and range measurements and by observation of the \( \pi \to \mu \to e \) decay sequence. Since the \( K^+ \to \pi^+ \nu \bar{\nu} \) branching fraction was expected to be at the \( 10^{-10} \) level, the detector was designed to have powerful \( \pi^+ \) identification to reject backgrounds from \( K^+ \to \mu^+ \nu \mu \), \( K^+ \to \mu^+ \nu \gamma \) and \( K^+ \to \mu^+ \pi^0 \nu \mu \), photon detection coverage over 4-\( \pi \) solid angle to reject \( K^+ \to \pi^+ \pi^0 \) and \( K^+ \to \pi^+ \pi^0 \gamma \), and efficient identification of a single incoming \( K^+ \) to suppress beam-related background.

E949 employed a right-handed Cartesian coordinate system with \( +z \) in the incident beam direction, \( +y \) vertically upward and the polar angle \( \theta \) defined with respect to the \( +z \) axis. The entire spectrometer was immersed in a 1 T solenoidal magnetic field in the \( +z \) direction.

The incoming beam contained approximately three \( K^+ \) for every \( \pi^+ \) and traversed a Čerenkov counter (C), two beam wire proportional chambers (BWPCs), a passive BeO degrader, an active degrader (AD) and a beam hodoscope (B4) as shown in Figure 1. The BWPCs are not explicitly shown in the figure. Čerenkov photons emitted by an incoming \( K^+ \) (\( \pi^+ \)) passing through a lucite radiator were transmitted (internally reflected) into 14 “kaon” (“pion”) photomultiplier tubes (PMTs) to form \( C_K \) (\( C_\pi \)) coincidences. The PMT signals are split and fed to analog-to-digital converters (ADCs), time-to-digital converters (TDCs) and amplified by ten and sent to 500 MHz charge-couple devices (CCDs) \([2]\). The first (second) BWPC station was located downstream of the Čerenkov counter at 168.5 (68.5) cm from the target entrance. Each BWPC station contained three planes with sense wires in the vertical and \( \pm 45^\circ \) to the vertical direction. The wire spacing in the first (second) station was 1.27 (0.80) cm. The BWPCs enabled detection of multiple beam particles. The degraders were designed such that incident kaons stopped in the center of the scintillating fiber target. The AD consisted of 40 layers of 2-mm plastic scintillator (13.9 cm diameter) interleaved with 39 2.2-mm thick copper disks (13.6 cm diameter) azimuthally divided into 12 sectors that were coupled by wavelength-shifting (WLS) fibers to PMTs that were read out by ADCs, TDCs and CCDs. These devices enabled measurement of activity in the AD coincident with the incoming beam and outgoing products of \( K^+ \) decays. The B4 hodoscope downstream of the AD had two planes of 16 segmented plastic scintillator counters with 7.2-mm pitch oriented at \( \pm 33.5^\circ \) with respect to the horizontal direction. The cross-section of each counter was in a “Z” shape to minimize inactive area seen by the beam and to improve the spatial resolution. Each counter was connected to a PMT by three WLS fibers and each PMT was read out by ADCs, TDCs and CCDs. The B4 enabled a measurement of the target entry position of the beam particle as well as identification of the incident particle by energy loss.

The target was composed of 413 scintillating fibers 3.1-mm long with a 5-mm square cross-section packed to form a 12-cm-diameter cylinder. A number of smaller (1-, 2-, and 3.5-mm square) “edge” fibers filled the gaps at the outer edge of the target. Each 5-mm fiber was connected to a PMT and the output PMT signals were split and input into an ADC, TDC, low-gain(\( \times 1 \)) and high-gain(\( \times 3 \)) CCD. Multiple edge fibers were ganged onto 16 PMTs with similar readout. Analysis of the 500 MHz sampling information provided by the target CCDs was essential for isolating and suppressing backgrounds in the \( \pi^+ \nu \bar{\nu} \) region. Two cylindrical layers of six plastic-scintillation counters defined the fiducial volume of the target. The inner layer of counters (dubbed “I counters” or “ICs”) were 6.4-mm thick with an inner radius of 6.0 cm and extended 24 cm from the upstream end of the target. The 5-mm thick outer scintillation counters (VC) overlapped the downstream end of the ICs by 6 mm and extended 196 cm further downstream. The VC served to veto particles that exited the target downstream of the IC. Each IC and VC element was instrumented with a PMT and readout by an ADC, a TDC and a 500 MHz transient digitizer(TD) \([3]\).

The drift chamber, also called the “ultra thin chamber”
Identification of $K^+ \rightarrow \pi^+ \nu \bar{\nu}$ decays required detection of any activity coincident with the charged track. Photons from $K_{\pi 2}$ and radiative kaon decays were detected in a hermetic photon veto system with 4-$\pi$ sr solid angle coverage as shown in Figure 1. Except for the end caps, all photon veto detectors were lead-scintillator sandwich-style electromagnetic calorimeters. Essentially every scintillation counter in the experiment served as a photon veto detector. The barrel veto (BV) and barrel veto line (BVL) covered 2/3 of 4-$\pi$ sr solid angle coverage as shown in Figure 1. The barrel veto (BV) and barrel-end caps, all photon veto detectors were lead-scintillator solid angle coverage as shown in Figure 1. Except for the Photons from detected in a hermetic photon veto system with 4-$\pi$ sr solid angle coverage as shown in Figure 1. The barrel veto (BV) and barrel-end caps, all photon veto detectors were lead-scintillator solid angle coverage as shown in Figure 1. Except for the Photons from detected in a hermetic photon veto system with 4-$\pi$ sr solid angle coverage as shown in Figure 1. The barrel veto (BV) and barrel-end caps, all photon veto detectors were lead-scintillator solid angle coverage as shown in Figure 1. Except for the

II. TRIGGER

The trigger system for E949 was designed to select $K^+ \rightarrow \pi^+ \nu \bar{\nu}$ events from the large number of $K^+ \rightarrow \pi^+ \nu \bar{\nu}$ decays and scattered beam particles by requirements on the $\pi^+$ range, evidence of a $\pi^+ \rightarrow \mu^+ \nu_\mu$ decay in the range stack, lack of other detector activity at the time of the $\pi^+$ and the presence of a $K^+$ at an appropriately earlier time. The elements and architecture of the two-stage trigger system have been described previously [1]; we describe the features essential for the analysis of $\pi \nu \bar{\nu}(2)$ region.

The logical OR of the following two signal triggers was used for the $\pi \nu \bar{\nu}(2)$ analysis

$$\pi \nu \bar{\nu}(1) \equiv KB \cdot DC \cdot (T \cdot 2 \cdot IC) \cdot (6_{ct} + 7_{ct}) \cdot 19_{ct} \cdot (z \cdot \text{rf} \cdot L0rr1 \cdot HEX \cdot (BV + BVL + EC) \cdot L1.1 \cdot L1.2$$

$$\pi \nu \bar{\nu}(2) \equiv KB \cdot DC \cdot (T \cdot 2 \cdot IC) \cdot 3_{ct} \cdot 4_{ct} \cdot 5_{ct} \cdot 6_{ct} \cdot (13_{ct} + 18_{ct}) \cdot 19_{ct} \cdot L0rr2 \cdot HEX \cdot (BV + BVL + EC) \cdot L1.1 \cdot L1.2$$

The $K^+$ beam condition $KB$ required a coincidence of at least 5 $C_K$ counters, the B4 hodoscope and at least 20 MeV of deposited energy in the target. T $\cdot 2 \cdot IC$ required a coincidence of the first two range stack layers in the same sector with at least one IC to ensure that a charged track exited the target and entered the range stack. The delayed coincidence (DC) required the IC time to be at least 1.5 ns later than the $C_K$ coincidence to select kaon decays at rest. The $\pi \nu \nu(1)$ trigger condition $z \cdot \text{rf} \cdot L0rr1$ required the $z$ position of the charged track to be within the fiducial region of all traversed range stack layers. The “ct” designation refers to the range stack T $\cdot 2$ sector and the next two adjacent sectors that would be traversed by a positively charged particle in the magnetic field. For the $\pi \nu \bar{\nu}(2)$ trigger, the charged track requirements $3_{ct} \cdot 4_{ct} \cdot 5_{ct} \cdot 6_{ct} \cdot (13_{ct} + 18_{ct}) \cdot 19_{ct}$ ensured hits in layers T through 6 to suppress contributions from 3-body $K^+$ decays and vetoed on hits in the outer layers to suppress long-range charged tracks beyond the $\pi \nu \bar{\nu}(2)$ kinematic region. The $BV$, $BVL$, $EC$ and $HEX$ requirements vetoed events with photons in the $BV$, $BVL$, $EC$ and range stack, respectively. The L0rr1 and L0rr2 were refined requirements of the charged track range taking into account the number of target fibers hit and the track’s $z$ position in layers 3, 11, 12, 13 as well as the deepest layer of penetration in order to reject long range tracks such as the $\mu^+$ from $K_{\mu 2}$ decay. The L1.1 used the ratio of the height and area of the pulse(s) recorded by the TD to select the two-pulse signature of the $\pi^+ \rightarrow \mu^+$ decay in the range stack counter in which the charged track was determined to have stopped. The L1.2 used data digitized by the range stack ADCs to reject events with hits near the stopping counter that could falsely
satisfy the L.1.1 and to reject events with hits in both of
the two adjacent hextants when the T · 2 and stopping
counter were in the same sector. For the final 39% of
the data taking, an online pion Čerenkov veto was included
in the πν(2) trigger due to an increase in the rate of
beam pions caused by a beam line malfunction.

In addition to the πν(2) and πν(1) triggers, ad-
tional “monitor” triggers were formed for calibra-
tion, monitoring, acceptance and background measure-
ments [1]. The monitor triggers used subsets of the
components of the signal trigger to predominantly select
events due to Kπ2 and Kπ2 decays as well as scattered
beam pions (ππν). An additional “CEX” monitor trig-
ger requiring two T · 2 hits was used to collect events
resulting from the charge-exchange process K+ → pK0
followed by K0 → π+π−. Information derived from this
CEX monitor data was used as input to simulation to
determine the background from charge-exchange as de-
scribed in Section III.C3. In order to measure the effi-
ciency of the T · 2 IC condition, we also defined a KB
monitor trigger that required KB condition described
previously (Section III.D).

We collectively refer to the OR of the πν(1) and
πν(2) triggers as πνi(1+2).

III. DATA ANALYSIS

A. Overview

Identification of the K+ → π+ντ decay involved pos-
tive observation of the K+ and daughter π+ in the ab-
sence of coincident detector activity. K+ → π+ντ has
been studied in two kinematic regions dubbed “πν(1)”
and “πν(2)” that lie above and below the Kπ2 peak,
respectively (Figure 2). The πν(1) and πν(2) re-
regions in E949 extended from 211 to 229 MeV/c and
140 to 199 MeV/c in π+ momentum, respectively. In
the πν(1) region, the background was dominated by
Kπ2, Kµ2, K+ → μ+ντγ and K+ → π0μ+ντ decays
and was sufficiently suppressed by positive identifica-
tion of the π+ based on kinematic properties, observation of
the π → μ → e sequence and by the hermetic photon
veto capability [1]. Previous studies [7, 8] in πν(2) re-
region identified the main background as due to Kπ2 dec-
cays in which the charged pion scatters in the target,
losses energy and falls into the signal region above the
K → 3π endpoint and below the Kπ2 peak. Additional
lesser sources of kaon decay background with the π+ in
the πν(2) region included K+ → π+π0γ (Kπ2γ) and
K+ → π+π−e + Te (Kπ4). Successful analysis of the
πν(2) region relied on the photon veto capability and,
in contrast to the πν(1) analysis, identification of the
scattering process or the presence of additional particles
in the target. The πν(2) region has a larger potential
acceptance than πν(1) because the phase space is larger
and the loss of π+ due to nuclear interactions in the de-
tector is smaller at lower pion energies. These factors

partially mitigate the loss of the acceptance due to these
additional requirements needed to suppress background.

1. Kaon decay background

The largest background contribution in the πν(2) re-
region was due to Kπ2 decay in which the charged pion ex-
perienced a nuclear interaction near the kaon decay point,
probably on a carbon nucleus in the plastic scintillator of
the target. The reduced kinetic energy due to the scatter
put the pion in the πν(2) region. In addition, the scatter
obscured the directional correlation between the charged
and neutral pion, thus directing the photons from π0 de-
cay away from the barrel region of the photon veto. This
background was suppressed by recognition of the scat-	ering process in the target. A smaller background con-
tribution due to scattering of the charged pion in the range
stack was suppressed by track pattern and energy deposit
in the range stack. The photon veto served to suppress
these “Kπ2-scatter” backgrounds as well as background
due to the radiative decay Kπ2γ. Background due to Kπ4
was suppressed by identification of additional particles
in the target. Kaon decays with a muon in the final state,
Kµ2, K+ → μ+ντγ and K+ → π0μ+ντ, were suppressed
by kinematics and the recognition of the π → μ → e
signature as well as the photon veto for the latter two
decays.
2. Beam-related background

The beam-related backgrounds were categorized into single- and double-beam background and CEX background. The CEX background occurred due to the production of a $K^0$ in the target due to the charge-exchange process $K^+n \rightarrow pK^0$. If the $K^0$ turned into a $K^0\bar{K}^0$ that subsequently underwent semileptonic decay, the $\pi^+$ could fall in the $\pi\nu(2)$ kinematic region. CEX background was rejected by observing the gap between the $K^+$ and $\pi^+$ fibers due to propagation of the non-ionizing $K^0\bar{K}^0$, by the inconsistency between the energy deposited by the $K^+$ and the reconstructed $z$ of the outgoing pion and by identification of the accompanying negative lepton.

In addition, requirements on the delayed coincidence between the $K^+$ and $\pi^+$ suppressed CEX background due to the short $K^0\bar{K}^0$ flight time.

Single-beam background could have been due to a $K^+$ entering the target and decaying in flight to produce a $\pi^+$ in the $\pi\nu(2)$ region. Incoming beam $\pi^+$, misidentified as $K^+$, and scattering in the target also contributed to the single-beam background. Positive identification of the incoming particle as a kaon as well as requirements on the delayed coincidence between the incoming and outgoing tracks suppressed the single-beam background.

The two processes that contributed to single-beam background, kaon decay-in-flight and pion scattering, formed the double-beam background when preceded by an additional incoming kaon whose decay products were undetected. Double-beam background was suppressed by requiring a lack of activity in the beam and target in coincidence with the $\pi^+$ detected in the range stack.

3. Analysis method and strategy

We used analysis procedures and strategies similar to that of the E949 analysis of the $\pi\nu(1)$ region [1] with some extensions that took into account the difficulty of isolating some background samples in the data in the $\pi\nu(2)$ region. As with the previous analysis, we adopted a “blind” analysis method in that we did not examine the pre-defined signal region until all background and acceptance analysis was completed. Since we also attempted to perform all background estimates directly from the data, we inverted at least one selection criteria (“cut”) when we used the $\pi\nu(1+2)$ data to avoid examining the signal region. Every third $\pi\nu(1+2)$ trigger formed the “1/3” sample that was used to determine the selection criteria. We then obtained unbiased background estimates by applying the finalized selection criteria to the remaining “2/3” sample of $\pi\nu(1+2)$ triggers.

The preferred method of background estimation employed the bifurcation method illustrated in Figure 3. The parameter space of two cuts “CUT1” and “CUT2” can be divided into the four regions shown in the figure by the application of each cut or the inverted cut. For example, the number of events in the signal region “A” can be determined by application of both CUT1 and CUT2. If the rejection of CUT1 does not depend on CUT2 and vice versa, then the number of events in A can be estimated as the number of events in region B times the ratio of the number of events in regions C and D or $A = BC/D$. In practice, we employed two branches for the bifurcation analysis. The “normalization branch” analysis was performed to obtain the number of events, $N_{\text{norm}}$, in region B. A “rejection branch” analysis was used to obtain $D/C$. We defined the rejection as $R = (C + D)/C$ and obtained the background estimate as $N_{\text{bkg}} = N_{\text{norm}}/(R - 1)$. For all background estimates in this analysis, the normalization branch was taken from the $\pi\nu(1+2)$ data. We used the $\pi\nu(1+2)$ data to obtain the rejection branch for all backgrounds except for the CEX, $K_{1+4}$ and $K_{2+7}$ backgrounds that could not be cleanly isolated in data. When no events ($N_{\text{norm}} = 0$) were available in the normalization branch, we conservatively assigned $N_{\text{norm}} = 1$.

We checked the validity of the background estimates by loosening cuts and comparing the predicted the number of events just outside the signal region with observations (Section III C 7). In addition we examined events passing a single major selection criteria to search for unforeseen background sources and coding mistakes (Section III C 8).

B. Data selection requirements

Event reconstruction was performed in a number of steps consisting of track-fitting in various detector systems such as the beam-line detectors, the range-stack, the UTC and the target. Multiple iterations of the track-fitting were performed in many of the detector systems using progressively better information from track-fitting from other detector systems as constraints. The following discussion focuses on the target track-fitting to clearly define the target-fiber classification scheme for use in the
description of the target CCD fitter and descriptions of the cuts using target fiber information.

After UTC track-fitting was performed, target fibers were clustered into $K^+$ and $\pi^+$ paths based on geometry, energy and timing information. The $\pi^+$ fibers had to lie along a strip (typically 1 cm in width) along the UTC track extrapolated into the target, have an energy between 0.1 and 10.0 MeV and be in coincidence with $t_{rs}$. The $K^+$ fibers had to have greater than 4 MeV of energy and be coincident with the beam strobe (FIXME - is beam strobe defined?). Any fiber that did not fall into the $K^+$ or $\pi^+$ fiber categories, but that fell within $\pm 5\text{ns}$ of $t_{rs}$ (FIXME - double-check this timing window with Benji), were classified as $\gamma$ fibers if they had more than 0.1 MeV of energy. The designation of each fiber as a $\pi^+$ and $\gamma$ fiber could be be switched based on likelihood values calculated from energy, time and distance from the extrapolated UTC track. The event failed target reconstruction if there was more than one $K^+$ or $\pi^+$ path, or if these two paths were not geometrically adjacent in the $x$-$y$ plane. The decay vertex was identified in the $K^+$ fiber closest to the extrapolated UTC track and furthest away from the $x$-$y$ position of the B4 hit. The average times of the $K^+$ and $\pi^+$ hits were defined as $t_K$ and $t_{\pi}$, respectively. The sums of the $K^+$ and $\pi^+$ energies were defined as $E_K$ and $E_{\pi}$, respectively. FIXME - Still need to add something about opposite-side pion fibers. FIXME - Add something about B4 information not being used in early iterations, but being used in later iterations?

Using the target CCD fitter, the activity of each of the target fibers was fit using a single-pulse and double-pulse assumption. If there was second-pulse energy coincident with $t_{\pi}$ in the vertex fiber, this energy was subtracted from $E_K$ and added to $E_{\pi}$.

For each channel of each fiber (FIXME - low-gain and high-gain target CCD channels need to be defined), a standardized $K^+$ pulse used for the target CCD fitter was created using $K^+$ fiber data from $K_{\mu2}$ monitor trigger data. For each fiber having an energy greater than a fiber-independent threshold, the fitting procedure was performed on the low-gain and the high-gain CCD information independently. A single-pulse fit was attempted for each fiber channel passing the above criteria. The single-pulse fit used two parameters, the $K^+$-pulse amplitude and the time. Pedestal subtraction had already occurred previous to the target CCD fitter so the pedestal was not included in the fit. If the probability of the single-pulse fit was less than 25%, a double-pulse fit was performed. The double-pulse fit used a second copy of the standardized $K^+$ pulse for that fiber and added it to the first pulse, where the amplitude and time offset could be varied relative to the first pulse. The double-pulse fit used four parameters, the amplitudes and times for each of the $K^+$ and $\pi^+$ pulses. These least-squares fits were performed by varying the above-mentioned parameters.

$1. \text{ Requirements on } \pi^+ \text{ in the target}$

$\text{Target pulse data analysis}$

$\text{Pion energy from target CCD fitting:}$ The second-pulse activity in a $K^+$ fiber as found by the target CCD fitting was required below 1.25 MeV when it was coincident with $\pi^+$ activity in the target. This cut had three sequential stages. In the first stage, the low-gain and high-gain CCDs of each $K^+$ fiber were examined to determine if a double-pulse fit had been successfully performed. In the second stage, an algorithm determined if the information from the high-gain CCD, the low-gain CCD or a combination of the two should be used for each fiber that had successful double-pulse fits. In the third stage, each fiber from the second stage was examined for second-pulse energies above 1.25 MeV and rejected the event if the second pulse ($t_2$) was coincident with $\pi^+$ activity in the target ($t_\pi$), where the coincidence condition was $-7.5 \text{ns} < t_2 - t_\pi < 10 \text{ns}$.

$\text{Bad fit results from target CCD fitting:}$ It was required that the target CCD fitter successfully fit each of the $K^+$ fibers having an energy larger than 1.25 MeV. A fit was considered successful if the probability was above zero for the fits performed with either the single-pulse or the double-pulse assumption. (FIXME - talk about the three stages as was done for CCDPUL?)

$\text{Bad timing results from target CCD fitting:}$ It was required that the time of the $K^+$ pulse found by the target CCD fitter was consistent with $t_K$ for $K^+$ fibers having more than 1.25 MeV of energy. This cut was designed as a safety cut to remove events where the target CCD fitter found a known incorrect solution with a probability greater than zero. These known incorrect solutions occurred when the fitter attempted to fit a fluctuation in the tail of the reference pulse to the pulse being fit or when there was a large second pulse in the fiber being fit and the fitter mistakenly identified it as the first pulse. If only the single-pulse fit was performed (the single-pulse fit solution had a probability greater than 0.25), the single-pulse time was required to be coincident with $t_K$ ($-6 \text{ns} < t - t_K < 7 \text{ns}$) and to be greater than $-9.98 \text{ns}$. If both the single-pulse and double-pulse fit were performed, the $K^+$ pulse from the double-pulse fit was required to be coincident with $t_K$ ($-6 \text{ns} < t - t_K < 7 \text{ns}$) and to be greater than $-9.98 \text{ns}$, and the $\pi^+$ from the double-pulse fit was required to be greater than $-4.99 \text{ns}$. These minimum times were associated with the earliest physical times stored in the ntuple (FIXME - jargon alert!) by the target CCD fitter.

$\text{Maximum fibers used for target CCD fitting:}$ The 31st fiber hit by the target CCD fitter was required to have a fit probability for the single-pulse assumption of greater than 0.25. This was a safety cut created to deal with a storage error associated with the target CCD fitter that occurred only for events where more 31 or more fibers were fit.
Time, energy and position cut for K+ fibers: The target K+ fiber hits were required to be consistent with a kaon approaching the K+ decay vertex. This consistency was checked by tabulating the times of the kaon fiber hits against the distance to the decay vertex in the x-y plane and against the range of the kaon as determined by deposited energy.

Extreme target pion energies: The total energy of the \( \pi^+ \) target fibers was required to be in the range of 1 to 28 MeV.

Tag gaps between K+ and \( \pi^+ \) tracks: This cut was not used to define the signal region, but was instead used to identify pion tracks which did not emerge directly from the target K+ fibers. This cut, used in the charge exchange background evaluation (see Section xxx FIXME), was designed to provide a cleaner sample of this type of event than that produced by inverting TARGF (FIXME - won’t be called TARGF). The target reconstruction algorithm identified potential \( \pi^+ \) target fibers having large energy deposits as photon fibers. Allowing these photon fibers within 3.0 ns of \( t_{\pi} \) to fill the gap created a cleaner sample of events having true gaps between the K+ and \( \pi^+ \) fibers.

Quality of target \( \pi^+ \) track: The target \( \pi^+ \) track fitter and target \( \pi^+ \) fibers were required to be consistent as enforced by a probability determined from the sum of three \( \chi^2 \)-like quantities. These \( \chi^2 \)-like quantities had contributions from target pion fibers and the target \( \pi^+ \) track fitter as follows:

1. Contributions for hit \( \pi^+ \) fibers which were part of the reconstructed target \( \pi^+ \) track were based on observed versus expected energy.
2. Contributions for target fibers with no energy, but lying along the projected target \( \pi^+ \) track were based on the minimum distance between the projected track and the corners of the fiber. This forced the fitted track to go between the fibers.
3. Contributions for hit target \( \pi^+ \) fibers which were not part of the reconstructed target \( \pi^+ \) track were based on their distance from the track.

Maximum contribution to the target fitter \( \chi^2 \): The first \( \chi^2 \)-like quantity from the quality of target \( \pi^+ \) track cut was required to be below a certain threshold.

Pion energy under target fiber classified as both a K+ and \( \pi^+ \) fiber: Target fibers classified as both a K+ and a \( \pi^+ \) target fiber were required to have less than 1.25 MeV assigned to the pion pulse. The target reconstruction was able to find pion hits in K+ fibers when the \( \pi^+ \) activity occurred at least 15 ns later than the K+ activity.

Matching target track fit with vertex fiber: The \( \pi^+ \) track from the target reconstruction was required to intersect the K+ vertex fiber, also identified by target reconstruction.

Target energy loss: The deposited energies per unit length in the target were required to be consistent with that of a \( \pi^+ \). This cut used a likelihood function based on the following quantities of the \( \pi^+ \) track: momentum (\( \text{ptot} \)), range in the target, \( \pi^+ \) energy deposited in the target and expected range in the target based on the measured energy deposited in the target and the momentum \( \text{ptot} \). This suppressed backgrounds where the charged track was due to a lepton, such as muon-based backgrounds.

Target gap between K+ and \( \pi^+ \) fibers: The minimum distance between the target K+ and \( \pi^+ \) was required to be less than the width of a single target fiber (0.6 cm). This cut suppressed CEX and double-beam backgrounds.

Consistency between UTC and target track fitting: The angle between the track from target reconstruction and from the UTC extrapolated track was required to be less than 0.01 radian when the range of the \( \pi^+ \) in the target was less than 2.0 cm. and the UTC extrapolated track was greater than 0.01 radian.

Target \( \pi^+ \) fiber energy: Target fibers classified as \( \pi^+ \) fibers were required to have energies less than 3.0 MeV. This suppressed \( \pi^+ \) target-scatters since the nominal energy deposited in a \( \pi^+ \) fiber was 1.2 MeV.

Target back-to-back tracks: Event was rejected if it had back-to-back charged decay-product tracks in the target.

Opposite-side \( \pi^+ \) fibers: The total energy in the target opposite-side \( \pi^+ \) fibers within \( \pm 4.0 \) ns of \( t_\pi \) was required to be less than 1.0 MeV. If the likelihood from the beam likelihood cut was below a certain threshold, the total energy was required to be less than 0.5 MeV.

Matching between target and UTC tracks: The reconstructed \( \pi^+ \) tracks in the target and UTC were required to be well-matched at the target edge.

Quality of target path length calculation: The uncertainty in the calculation of the target \( \pi^+ \) path length was required to be less than 1.5 cm.

Target kink from UTC extrapolation: Kinks in the target \( \pi^+ \) track were suppressed by requiring that there was a small spread between the minimum and maximum radius of the UTC reconstructed track.

Energy in target edge fibers: The total energy within \( \pm 5.0 \) ns of \( t_\pi \) in a set of multiplexed target edge-fibers was required be less than 4.0 MeV.
0.7 cm. The third condition required that the distance in the $xy$-plane between the $K^+$ decay vertex and the nearest $\pi^+$ fiber was less than 1.5 cm.

2. Pion track requirements

Three quantities were reconstructed with pion assumption, more information could be found in [1]. They were total momentum $P_{\text{tot}}$, total energy $E_{\text{tot}}$ and total range $R_{\text{tot}}$ in plastic scintillator. $R_{\text{tot}}$ was determined as follows:

$$R_{\text{tot}} = R_{\text{TG}} + R_{\text{IC}} + R_{\text{UTC}} + R_{\text{RS}}$$

where $R_{\text{TG}}$ was the measured $\pi^+$ range in the target, $R_{\text{IC}}$ the range in I-counter, $R_{\text{UTC}}$ the range in the UTC inner and outer carbon fiber walls and $R_{\text{RS}}$ was the range in the range stack.

The UTC track was reconstructed by two separate fits: one in the $xy$ plane and the one in the $rz$ plane. In the $xy$ plane a circle was fitted to the hit positions derived from the wire locations and drift distances. In the $rz$ plane a straight line was fitted to the cathode strip hits. The polar angle of the charged track was evaluated from this $rz$ fitting. The $K_{\pi 2}$ target scattering background was the largest background in $\pi\nu(2)$ analysis. Some pion fiber and vertex fiber might not be aligned with pion track due to scattering. To avoid the momentum to be messed by the scattering, information form fired fibers were not used in the UTC fit. The measured drift chamber was then corrected for the energy loss by the $\pi^+$ before leaving the target, I-counter and the inner wall of UTC.

The total $\pi^+$ energy was given by

$$E_{\text{tot}} = E_{\text{TG}} + E_{\text{IC}} + E_{\text{UTC}} + E_{\text{RS}}$$

where $E_{\text{TG}}$ was the measured $\pi^+$ energy in the target, $E_{\text{IC}}$ the energy measured in the I-counter, $E_{\text{UTC}}$ the energy deposited in the drift chamber walls and $E_{\text{RS}}$ the energy measured in the range stack.

UTC track quality: Good track reconstruction was required based on the $\chi^2$ of UTC track fit. When there were tracks overlapping in the UTC or when there were less fired hits available for the fit the momentum resolution was getting worse. More stringent requirement was enforced on the $\chi^2$.

Matching between range stack track and UTC track extrapolation: Reject the events if the matching of UTC track extrapolation with the fired counters’ energy and position in range stack or RSSC was poor.

Beam likelihood: (BAD NAME) The $K^+$ track with certain momentum would leave certain energy in B4 Hodoscope. The energy deposit in the B4 should be consistent with the energy sum of the kaon fibers and the $K^+$ stopping $z$ position. The $z$ position was determined by UTC track extrapolation.

Target fiducial requirement: Event was rejected if the $z$ position of the kaon decay vertex was too close the upstream end of the target or was no in the fiducial region of the target at all. This $z$ position was determined by UTC track extrapolation.

3. Photon veto requirements

Photon veto requirements were fulfilled within a sub-system when the sum of activity occurring within a time window exceeded an energy threshold. The time window and energy threshold was set in BV, BVL, RS, EC, EC$_{\text{inner}}$ (the inner ring of the upstream EC was considered a separate category due to having higher accidental rates than the remaining EC elements.), EC$_{\text{2nd}}$ (FIXME: reasons), target, IC, VC, CO, $\mu$CO by an optimization algorithm as diagramed in Figure 4 and further described in [1].

The $\pi\nu(1)$ set of parameters, as listed in Table VI of [1], was the starting point for the $\pi\nu(2)$ PV parameter optimization. The optimization process measured the rejection and acceptance as the time window and energy threshold were varied. The optimization goal was to maximize rejection or acceptance without causing a decrease in the acceptance or rejection, respectively, until no further gain was possible. The profile of the maximum rejection for a given acceptance for the $\pi\nu(2)$ optimization is shown in Figure 5. $K_{\pi 2}$ target-scatter events would have been the ideal rejection sample, but due to a lack of statistics $K_{\pi 2}$ events were chosen as the rejection sample, while the acceptance sample was from $K\mu 2$ monitor events as chosen in the optimization of $\pi\nu(1)$ analysis. Validation of the PV requirements that were optimized were performed on various classes of $K_{\pi 2}$ target-scatter and kinks FIXME: how are we saying kinks, defined previously?.

The BV was unable to determine the correct time of
TABLE I: Time window and energy threshold for category of PV cuts after the application of the all parameters were chosen using the previous mentioned rejection window shown in row 12 of Table I. The BV counter had activity greater than 30 MeV within the time region were chosen to be

<table>
<thead>
<tr>
<th>Category</th>
<th>Nominal</th>
<th>Tight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time window (ns)</td>
<td>Energy (MeV)</td>
<td>Time window (ns)</td>
</tr>
<tr>
<td>BV</td>
<td>[-5.70,10.20]</td>
<td>0.20</td>
</tr>
<tr>
<td>BVL</td>
<td>[-4.40,10.70]</td>
<td>0.30</td>
</tr>
<tr>
<td>RS</td>
<td>[-4.25,4.35]</td>
<td>0.30</td>
</tr>
<tr>
<td>EC</td>
<td>[-4.35,7.95]</td>
<td>0.40</td>
</tr>
<tr>
<td>EC-inner</td>
<td>[-3.65,5.63]</td>
<td>0.20</td>
</tr>
<tr>
<td>EC2nd</td>
<td>[-5.67,2.47]</td>
<td>0.60</td>
</tr>
<tr>
<td>TG</td>
<td>[-2.65,2.15]</td>
<td>2.00</td>
</tr>
<tr>
<td>IC</td>
<td>[-2.00,4.50]</td>
<td>5.00</td>
</tr>
<tr>
<td>VC</td>
<td>[-6.55,1.75]</td>
<td>6.80</td>
</tr>
<tr>
<td>CO</td>
<td>[-0.05,5.85]</td>
<td>0.60</td>
</tr>
<tr>
<td>μCO</td>
<td>[-5.50,2.30]</td>
<td>3.00</td>
</tr>
<tr>
<td>BVLearly</td>
<td>[-35.70,5.70]</td>
<td>30.00</td>
</tr>
<tr>
<td>AD</td>
<td>[-2.00,8.00]</td>
<td>0.60</td>
</tr>
<tr>
<td>DSPV</td>
<td>[-5.00,10.00]</td>
<td>0.00</td>
</tr>
<tr>
<td>BVLearly</td>
<td>[-5.00,2.00]</td>
<td>10.00</td>
</tr>
</tbody>
</table>

When both photons from a $\pi^0$ converted in the same BVL counter the reconstructed time was earlier than the true time and the $z$ position was near the center of the counter ($z \approx 0$), as determined by averaging the times of hits on each end, rather than near the edge of the counter. Due to geometric constraints, this was only possible when the photons converted at opposite ends of the BVL counter. To remove this possible scenario from being a background, events with a BVL hit with times within the range [-5.0,-2.0] ns, a reconstructed $z$ value of less than 4.0 cm, and energy greater than 10.0 MeV were removed. Although this cut (BVLearly) was observed to have no acceptance loss after all cuts and no rejection after all other PV cuts were applied, BVLearly was employed as a “safety” cut.

The rejection as a function of acceptance for pnn2 optimization. Two sets of parameters were being sensitive to photons with small $\theta$. For the AD parameters a rejection sample composed of kinks (SKIM8 FIXME: where to define SKIM8/kink sample?) with the cuts associated with the optimized PV parameters in row 1-12 of Table I at 90% acceptance (not listed in Table). The rejection sample to optimize DSPV’s parameters also utilized kink events.

4. Decay pion kinematic requirements

(explain $p_{tot}$, $etot$, $rtot$? FIXME) Better energy and range resolutions in Range Stack were achieved by employing Xe monitoring system to calibrate Range Stack. Because the largest background was from $K_{\pi2}$ target scattering while not $K_{\pi2}$ events directly the strategy of setting kinematic search region in $\pi\nu\nu(1)analysis was used. The upper limits of kinematic search region were chosen to be $p_{tot} \leq P_{K_{\pi2}} - 2.5\sigma_p$ (199 MeV/c), $etot \leq E_{K_{\pi2}} - 2.5\sigma_E$ (100.5 MeV) and $rtot \leq R_{K_{\pi2}} - 2.75\sigma_R$ (28cm) where $P_{K_{\pi2}}$, $E_{K_{\pi2}}$ and $R_{K_{\pi2}}$ were the $K_{\pi2}$ kinematic peak and $\sigma_p$, $\sigma_E$ and $\sigma_R$ were the corresponding resolutions. To suppress background from $K^+ \rightarrow \pi^+\pi^0\pi^0$ and $K^+ \rightarrow \pi^+\pi^0\pi^0$ and implicitly determined by the minimum range requirement of the $K \rightarrow \pi\nu\nu trigger the lower limits were set to $p_{tot} > 140 MeV/c$, $etot > 60 MeV$ and $rtot > 12 cm$. Larger acceptance was achieved in this analysis partly by a bigger photon activity when proceeded by an accidental hit not associated with the kaon decay. The criteria (BVLearly) was created to reject events when any individual BV counter had activity greater than 30 MeV within the time window shown in row 12 of Table I. The BVLearly parameters were chosen using the previous mentioned rejection and acceptance samples after the application of the all PV categories listed in rows 1-11 of Table I.

FIG. 5: Offline rejection of photon veto cuts as a function of the acceptance. The vertical lines show the position of the two cut positions used for the nominal and tight regions in pnn2 analysis. FIXME: obtain correct figure.
A tighter kinematic search region was within the normal search region to further suppress $K_{\pi 2}$ and $K_{\pi 4}$ background which were the first and second largest background. The momentum distribution of $K_{\pi 2}$ and $K_{\pi 4}$ events were not uniformly distributed in the signal region. The $K_{\pi 2}$ target scattering events formed a tail at the lower end of $K_{\pi 2}$ momentum peak and it was obvious that most events had very little momentum changed. $K_{\pi 4}$ background momentum tended to gather around 160 MeV/c as explained in section III C 2 and Fig. 7 where the kinematic and trigger acceptance of $K \rightarrow \pi\nu\bar{\nu}$ was decreasing. Through optimization performed on acceptance versus the sum of the $K_{\pi 2}$ and $K_{\pi 4}$ background the tighter kinematic region was set to $165 \leq p_{tot} \leq 197(\text{MeV/c})$, $72 \leq \epsilon_{tot} \leq 100(\text{MeV})$ and $17 \leq r_{tot} \leq 28(\text{cm})$.

5. Delayed coincidence requirements

Determining that the incoming $K^+$ stopped within the target was accomplished by observing a delay in the outgoing charged track which was presumed to be a $K^+$ decay product. This requirement would remove beam $\pi^+$ scattering events and $K^+$ decay-in-flight events. The delayed coincidence requirements were split into a loose version and a tight version.

In the loose version the average time of the kaon fiber hits ($t_K$) and the average time of the pion fiber hits ($t_\pi$) was required to meet the minimum delayed coincidence requirement of 3 ns. Additional constraints were placed on it when the timing consistency between detector systems was degraded. It was tightened to 4 ns when the energy deposit in the target kaon fibers was less than or equal to 50 MeV or when the time of any of the individual kaon fiber differed from the average time the kaon fiber hits by more than 2 ns or when the time of any of the individual target pion fibers differed from the average time of the pion fiber hits by more than 3.5 ns. It was tightened to 5 ns when the difference between the $t_K$ and the B4 Hodoscope hit time was greater than 1 ns or when $t_\pi$ was determined using I-Counter hit time instead of the average time of the pion fiber hits. It was tightened to 6 ns when the difference between $t_\pi$ and track time in the Range Stack was greater than 1.5 ns. In the tight version 6 ns delayed coincidence requirement was employed for the use in a signal region with reduced background.

C. Evaluation of backgrounds

1. $K_{\pi 2(\gamma)}$ background

The total $K_{\pi 2(\gamma)}$ background was determined from estimates of three separate background modes: $K_{\pi 2}$ target-scatter, $K_{\pi 2}$ range-stack-scatter and $K_{\pi 2(\gamma)}$. For a $K_{\pi 2}$ event to have appeared in the signal region, the photons from the $\pi^0$ decay had to escape detection and the $\pi^+$ had to lose some undetected energy via scattering or resolution effects such that it fell into the signal phase space. This scattering could happen in the target ($K_{\pi 2}$ target-scatter) or in the range stack ($K_{\pi 2}$ range-stack-scatter), but the target-scatter component dominated. Since the $p_\pi^+$ from a $K_{\pi 2(\gamma)}$ decay is not monochromatic, only the three photons needed to escape detection for this type of event to have appeared in the signal region.

The topology of the most problematic type of $K_{\pi 2}$ target-scatter was that of a $\pi^+$ initially traveling along the same target fibers in which the kaon deposited energy and scattering into the active region of the detector. The first reason that this type of target-scatter was difficult to reject was that some energy deposited in the target by the scattering $\pi^+$ was hidden in a kaon (FIXME define kaon fiber or explain another way?) fiber. The second reason that this type of target-scatter was difficult to reject was a consequence of the $\pi^+$ and $\pi^0$ emerging back-to-back. A $\pi^+$ initially traveling along the kaon fibers meant that the $\pi^0$ was also traveling parallel to the beam direction and the resulting photons from its decay were directed at the upstream or downstream ends of the detector where the photon veto is weakest.

In the $K_{\pi 2}$ target-scatter background study, the two bifurcation cuts were chosen as the PV cuts (CUT1) and the target-quality cuts (CUT2) since both of these could give powerful rejection of the $K_{\pi 2}$ target-scatter background. In order to remove the contamination from muon and beam events (FIXME and charge exchange?), the bifurcation analysis sample was selected by applying the TD, beam and KIN cuts. In the normalization branch, a combination of $K_{\pi 2}$ target-scatter, $K_{\pi 2}$ range-stack-scatter and $K_{\pi 2(\gamma)}$ events were selected by inverting the PV cut (CUT1). All target quality cuts (CUT2) were applied to the sample, resulting in 1131 events left in the normalization branch. After corrections for $K_{\pi 2}$ range-stack-scatter contamination, $B = 1107.7 \pm 33.8_{-2.8}^{+2.9}$ events remained in the normalization branch, where the first error is statistical and the second error is systematic (FIXME explain where the systematic error comes from). Corrections for contamination due to $K_{\pi 2(\gamma)}$ contamination are discussed later in this section. In the rejection branch, $K_{\pi 2}$ target-scatter events were selected by (FIXME long giant thing about the classes making appropriate rejection samples and somewhat in-depth discussion of the classes), giving 52 621 events for the region C + D. The PV cuts (CUT1) were then applied to the remaining $K_{\pi 2}$ target-scatter events, leaving 22 events for the region C.

For the $K_{\pi 2}$ range-stack-scatter background events, the cuts with the most powerful rejection were the range-stack quality cuts and the photon veto. The $K_{\pi 2}$ range-stack-scatter normalization branch was a modified version of the $K_{\pi 2}$ target-scatter normalization branch, with the range-stack quality cuts inverted instead of being applied before the inversion the PV cut as was done in the $K_{\pi 2}$ target-scatter normalization branch. This sample of 281 events was heavily contaminated with target-scatter
events due to the inefficiency of the range-stack-scatter cuts. By exploiting the events remaining at the end of the $K_{\pi}2$ target-scatter and $K_{\pi}2$ range-stack-scatter normalization branches and the measured performance of the range-stack quality cuts relative to $K_{\pi}2$ range-stack-scatter and signal events, it was possible to estimate the number of $K_{\pi}2$ range-stack-scatter events present in the original $K_{\pi}2$ target-scatter normalization branch, giving $23.3\pm3.5_{-3.0}^{+2.9} K_{\pi}2$ range-stack-scatter events in region B.

The $K_{\pi}2$ range-stack-scatter rejection branch was created by applying all analysis cuts other than the PV cut and the signal phase space cuts in the KIN cuts. Instead the $K_{\pi}2$ phase space cuts were applied, creating a sample of $K_{\pi}2$ events that did not scatter in the target, giving 122 581 events for the region C + D. The PV cuts (CUT1) were then applied to the remaining $K_{\pi}2$, leaving 106 events in region C.

The $K_{\pi}3$ background estimate was performed using a combination of $K_{\pi}2$ data and simulated $K_{\pi}2(\gamma)$ events. Given a measured number of $K_{\pi}2$ events in the Kp2-peak (FIIXME - define Kp2-peak), the simulated events were used to predict the number of $K_{\pi}2(\gamma)$ events that would have shown up in the signal region, taking into account the additional photo veto rejection due to the radiative photon. This additional rejection was calculated by combining the distribution of the radiative photon from simulated events with the single photon detection efficiency as a function of angle and energy from $K_{\pi}2$ data [FIIXME - add citation].

The inverted photon veto used to select events for the $K_{\pi}2$ target-scatter normalization branch would have enhanced the $K_{\pi}3$ contamination in this branch due to the presence of the radiative photon. Using $K_{\pi}2$ monitor triggers it was shown that the $K_{\pi}2$ target-scatter normalization branch consisted of as much as 30% $K_{\pi}2$ events. Based on this upper limit, it was determined that the contributions to the total background due to $K_{\pi}2$ events were being entirely double-counted between the $K_{\pi}2$ and $K_{\pi}2$ target-scatter background estimates. To correct for this double-counting the $K_{\pi}2$ was subtracted from the $K_{\pi}2$ target-scatter background.

2. $K_{\pi}4$ background

The $K^+ \to \pi^+\pi^-e^+\nu$ ($K_{\pi}4$) decay with a branching fraction of $(4.99\pm0.10)\times10^{-5}$ [9] and with the $\pi^+$ maximum momentum at 203 MeV/c could be a serious background in the $\pi^-\nu\bar{\nu}(2)$ region due to the lack of photon in the final state to veto and a large fraction of the decay $\pi^+$ phase space falling in the kinematic signal region. The low energy $\pi^-$ and the $e^+$ might not leave the target and escaped detection by depositing their energy in kaon and pion fibers or insensitive materials. For a combined total kinetic energy ($T_2$) of the $\pi^-$ and the $e^+$ below 80 MeV, the $\pi^+$ momentum congregated at around 160 MeV/c (see Fig. 6).

The main characteristic of $K_{\pi}4$ event was extra energy deposit in the target from the $\pi^-$ and the $e^+$. TGPV, OPSVETO and CCDPUL (JARGON? FIXME) cut were the most effective cuts to suppress this background. Due to the low statistic and contamination with other type of background it was very difficult to isolate a pure $K_{\pi}4$ background sample to do bifurcation analysis. A $K_{\pi}4$ rich sample was tagged by TGPV - OPSVETO and used as normalization branch. These events were scanned by eye and the majority of them were likely to be $K_{\pi}4$ candidates. The momentum distribution of the normalization branch without CCD pulse requirement was shown in Fig. 7 which was consistent with $K_{\pi}4$ assumption like MC events in Fig. 6. MC study was used to determine the total rejection of the TGPV - OPSVETO. To model $\pi^-$ absorption in the target an empirical stopped $\pi^-$ energy spectrum in plastic scintillator was got based on a measurement of stopped $\pi^-$ in range stack where it had the same material as the target and a good $\pi^-$ identification was available. The rejection of CDPUL and TGPV - OPSVETO were physically correlated with respect to the $K_{\pi}4$ background because the additional energy of the $\pi^-$ and $e^+$ was blindly deposited in either kaon or pion fibers. This feature was also studied by MC where the CCD pulse information was from MC truth.

The $K_{\pi}4$ background was measured to be $0.176\pm0.072^{+0.233}_{-0.124}$ where the first error was statistical and the second was systematic. The relatively large systematic error was due to the lack of a reliable CCD pulse simulation which was not practical because it would involve the simulation of every CCD device and offline pulse recognition. The systematic error was estimated by varying CDPUL cut threshold in MC in its full possible range.
The incident $K^+$ might interact with the proton or neutron of the target nucleus. In the low energy range pion production from $K^+$ and nucleon scattering was negligible. However the charge exchange process (CEX) interaction of $K^+$ with a neutron could emit a $K^0$ and a proton. The underlying interaction was expressed as $K^+ + n \rightarrow K^0 + p$. This was the only nuclear interaction which could contribute a new background since when $K^+$ was closing to stop in target the energy was low enough that the recoil nucleus or proton was not detectable.

One background source that CEX brought in was the semi-leptonic decay of $K^0_{L_s}$, $K^0_{L_s} \rightarrow \pi^+ \nu_e$ and $K^0_{L_s} \rightarrow \pi^+ \mu^- \bar{\nu}_\mu$ with branching ratios of 20\% and 14\%. The $K^0$ could be either the shorter lifetime $K^0_{S}$ (0.09ns) or the longer lifetime $K^0_{L}$ state (51ns). An endothermic CEX process and a prompt $K^0_{S}$ decay would not meet the delay coincidence requirement.

The other possible case was hyperon, $\Sigma$ and $\Lambda$, production where a $\pi^+$ was generated accompanied with the hyperon or a $\pi^-$ was the decay product of hyperon because $K^0$ might oscillate to a $\bar{K}^0$ which contained a $s$ quark and could interact with nucleon. The lifetime of $K^0_{S}$ in the target would become shorter since there were another open channels for $\bar{K}^0$. Enumerate all the possible hyperon production processes there was always a $\pi^-$ or $\pi^0$ with momentum above 100 MeV/c coming along with $\pi^+$.

MC studies showed that there was often a gap between pion fiber and kaon fiber and the $z$ information of the pion track was not consistent with vertex fiber, see the schematic diagram in Fig. 8. A CEX rich sample was tagged as normalization branch by selecting event which had a gap between pion and kaon fiber. No energy cuts were applied in the target since the lepton from the semi-leptonic decay of $K^0_{L_s}$ or the $\pi^-$ and $\pi^0$ from hyperon production might deposit extra energy in target. Delay coincidence was not required either which had large rejection to this background but could not be revealed by normalization branch limited by the low statistic. The probability of finding a gap in the CEX events and the rejection of energy cuts in the target and delay coincidence were studied by MC. For the simulation of CEX background $K^0_{S} \rightarrow \pi^+ \pi^-$ triggered and reconstructed events were used. Information concerning $K^0_{L_s}$ production point and momentum vector were thus obtained from data. The shortened $K^0_{L}$ lifetime was not taken into account. The background was measured to be 0.013±0.013±0.003 where the first error was statistical and the second for systematic. The systematic error outlined the rejection variance by changing target energy cuts in MC to all possible values which was the dominant error source.

4. Muon background

The $\mu^+$ background consisted of the $\mu^+$ band events consisting of $K^+ \rightarrow \mu^+ \nu \gamma$ and $K^+ \rightarrow \mu^+ \pi^0 + \nu$ which naturally occur in the $\pi\nu\nu(2)$ kinematic region as indicated in Figure 7. Fixme: add figure?. The $K_{\mu2}$ peak events and $K_{\mu2}$ range-tail events, as seen in Figure 7, are not backgrounds for the $\pi\nu\nu(2)$ analysis, unlike the $\pi\nu\nu(1)$ analysis, because of the large kinematic separation of the events to the $\pi\nu\nu(2)$ kinematic signal region.

The two bifurcation cuts were the TD cuts (CUT1) and the $\pi/\mu$ range-momentum separation (CUT2) Fixme: need to verify name previously used. The CUT1 bifurcation was performed with the loose and tight versions of TD cuts to obtain a value of rejection for both. To avoid invaliding the blinded signal region, the loose TD cut was inverted for both the loose and tight iterations of the normalization branch which yielded zero events, so the value was assigned to be $B = 1 \pm 1$. 

FIG. 7: Momentum distribution of $K_{e4}$ normalization branch before CCD pulse cut.

FIG. 8: Schematic diagram of the charge exchange interaction background.
The \( \mu^+ \) background sample was selected by applying the beam cuts to remove beam backgrounds, a loose version of PV cuts with 95% acceptance. To increase statistics within the background sample the nominal PV cuts which removed \( K_{\pi 2} \) events and kinematic cuts which removed \( K_{\mu 2} \) peak events were not applied which yielded a loose (tight) sample with \( C + D = 20488 \) (18411) events. After the application of the loose (tight) TD cuts, the number of events remaining were \( C = 154 \) (45) for a final measured loose (tight) TD cut rejection of \( 133.04 \pm 10.68 \) (409.13 \pm 60.92). Thus, the \( \mu^+ \) background for the loose signal region was measured to be \( 0.0114 \pm 0.0114 \).

5. Beam background

**Single Beam Background** The bifurcation cuts for single beam background was delayed coincidence (CUT1) and B4 energy loss of less than 1.0 MeV, which selects beam pions. (CUT2) **FIXME: not sure of name used in PRD.** The sample was selected by applying PV cuts (not including the target category), kinematic cuts, TD cuts, beam cuts except delayed coincidence, and CUT2. The loose (tight) rejection sample contained \( C + D = 12850 \) (7780) events such that after the application of the loose (tight) delayed coincidence only \( C = 2 \) (1) events remained. Thus, the rejection of the loose (tight) delayed coincidence cut was measured to be \( 6425.0 \pm 4542.8 \) (7780.0 \pm 7779.5). The normalization sample which inverted the loose delayed coincidence for both the loose and tight samples yielded zero events, so that \( B \) was assigned to be equal to \( 1 \pm 1 \). The measured single beam background was \( 0.00023 \pm 0.00023 \).

**Double Beam Background**

6. Background contamination evaluation

Data-driven studies were used to estimate the degree of contamination in the \( K_{\pi 2} \) target-scatter normalization and rejection branches due to muon-based and double-beam events. Bifurcation studies performed in each of these branches limited the contamination to on the order of 1% due to each of the muon-based, double-beam \( K^+ - K^+ \) and double-beam \( K^+ - \pi^+ \) backgrounds. It was also shown that the \( K_{e4} \) normalization branch was a subset of the \( K_{\pi 2} \) target-scatter normalization branch, limiting \( K_{\mu 2} \) contamination in the \( K_{\pi 2} \) target-scatter normalization branch to < 1%.

7. Background consistency checks

The reliability of the bifurcation method used to estimate the backgrounds relied on the two bifurcation cuts being uncorrelated. Three distinct data regions just outside the signal region were created by loosing the photon veto cut (regions PV1 and PV2 in Figure xxx - FIXME - this will be a custom OTB figure with the PV and CCD cuts as axes and the 3 OTB regions used clearly defined) or target pulse-shape cuts (region CCD1 in Figure xxx-FIXME no fig yet). For uncorrelated cuts the number of observed events should be consistent with the number of events expected in that region using the bifurcation method. The region CCD1 was the region immediately adjacent to the signal region defined by loosening the muon energy thresholds from 1.25 MeV to 2.5 MeV for pion energy under target fiber classified as both a \( K^+ \) and \( \pi^+ \) fiber, pion energy from target CCD fitting, bad results from CCD fitting, and bad timing results from CCD fitting cuts. The region PV1 was the region immediately adjacent to the signal region defined by loosening the nominal photon veto from an acceptance of 62.0% to an acceptance of 89.6%. The region PV2 was the region adjacent to PV1, bounded by PV1 and the m1n1-level photon veto which had an acceptance of 92.5%.

Table xxx (FIXME - reproduce PRL table) shows the number of expected and observed events as well as the probability of observation. FIXME - restate David’s PRL description of the probabilities.

8. Single-cut failure study

D. Acceptance and sensitivity

We assessed the acceptance of the selection criteria by dividing the criteria into components that could be measured separately using monitor triggers or simulated data. Simulated data were used to estimate the acceptance of trigger and decay phase space as well as to assess the impact of nuclear interactions.

**Acceptance factors from \( K_{\mu 2} \) events**

\( K_{\mu 2} \) monitor triggers were used to assess the components of the acceptance regarding the kaon beam, the charged track and the event topology. The acceptance factors are listed in Table II and described below.

To measure the acceptance of the range stack track reconstruction, a sample of \( K_{\mu 2} \) monitor triggers was selected by requiring a good track in the target and UTC, an energy deposit in the B4 hodoscope consistent with an entering kaon and a delayed coincidence of \( > 5 \) ns based on the \( C_K \) and the IC. The acceptance of the range stack tracking cuts on the surviving \( K_{\mu 2} \) events is given in second row of Table II.

<table>
<thead>
<tr>
<th>Cut</th>
<th>Acceptance factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range stack track reconstruction</td>
<td>0.99993 ± 0.000001</td>
</tr>
<tr>
<td>UTC-range stack track matching</td>
<td>0.99943 ± 0.000002</td>
</tr>
<tr>
<td>Beam and target pattern</td>
<td>0.15081 ± 0.00018</td>
</tr>
<tr>
<td>Photon veto</td>
<td>0.48122 ± 0.00200</td>
</tr>
<tr>
<td>( A_{K_{\mu 2}} )</td>
<td>0.07253 ± 0.00031</td>
</tr>
</tbody>
</table>

**Table II: Acceptance factors of the \( K^+ \rightarrow \pi^+\nu\bar{\nu} \) selection criteria measured with \( K_{\mu 2} \) monitor trigger data. Only statistical uncertainties are shown. The product is \( A_{K_{\mu 2}} \).**
The acceptance of consistency of the range stack and UTC track was assessed using a $K_{\pm 2}$ sample with a good track in the range stack, a delayed-coincidence of $> 5$ ns based on the $C_K$ and the $IC$, and a single entering kaon selected based on the B4 energy deposit and the beam Čerenkov and wire chambers. The UTC-range stack track matching acceptance factor is given in the third row of Table II.

The acceptance factor associated with the beam and target pattern recognition was evaluated on a sample of $K_{\mu 2}$ events that were required to have a single entering kaon and a good track in the UTC and range stack with $|\cos \theta| < 0.5$. In addition the momentum of the reconstructed track was required to be within two standard deviations of the expectation for $K_{\mu 2}$ decays. There were over forty individual cuts associated with the beam and target pattern recognition as described in Section III B1. The majority of the individual cuts had acceptance greater than 90% except for the delayed-coincidence (75.5%) and the CCDPUL (45.1%) requirements. The fourth row of Table II contains the overall acceptance factor of the beam and target cuts.

To measure the acceptance of the photon veto, an additional criterion was applied to the $K_{\mu 2}$ events used for the beam and target acceptance. As muons from $K_{\mu 2}$ decay can penetrate into the barrel veto, the reconstructed track was required to stop before the outermost layer of the range stack. The acceptance factor given in Table II evaluated in this manner yielded the overall acceptance of both the online and offline photon veto cuts as the $K_{\mu 2}$ monitor trigger did not include the photon veto.

**Acceptance factors from $K_{\tau 2}$ events**

The $K_{\tau 2}$ monitor data was used to assess the acceptance factors associated with charged track reconstruction in the UTC and pion identification in the target. The acceptance of the veto of an additional track in the target (OPSVETO, Section III B1) was measured with $K_{\tau 2}$ monitors. The factors are listed in Table III and described below.

To measure the acceptance of the UTC reconstruction, events from the $K_{\tau 2}$ monitor trigger were required to have a well-reconstructed track in the range stack and agreement between the online and offline determination of the range stack stopping counter. The factor is given in the second row of Table III.

For the measurement of the acceptance of the OPSVETO cut, in addition to the requirements described above, the charged track was required to be well-reconstructed in the UTC and range stack, identified as a pion based on the measured range and momentum as well as the $\pi \rightarrow \mu \rightarrow e$ signature in the stopping counter and kinematically consistent with the pion from a $K_{\tau 2}$ decay. Cuts were also applied to ensure a single kaon entered the target. The acceptance factor for the OPSVETO is presented in the third row of Table III.

In addition to the requirements described above, the OPSVETO and target photon veto cuts were applied to the $K_{\tau 2}$ monitor events to assess the cumulative acceptance of the ten pion identification cuts in the target. These ten cuts were designed to reject tracks that contained an indication of a kink or discontinuity in the pattern of target fibers or target fibers with an unexpected energy deposit (Section III B1). The acceptance factor for these cuts is listed in the fourth row of Table III. Two individual cuts with less than 90% acceptance were the requirement that no individual pion fiber had more than 3 MeV (89.6%) and the requirement on that the pattern of energy deposits in the target fibers was consistent with an unknked pion trajectory (87.4%).

**Acceptance factors from $\pi_{scat}$ events**

Beam pions that scatter in the target have a spectrum of range, energy and momentum similar to that of pions from $K^{+} \rightarrow \pi^{+} \nu \bar{\nu}$ and were used to determine the acceptance factors associated with the reconstruction and identification of pions in the range stack. Table IV lists the acceptance factors measured using $\pi_{scat}$ monitors.

Candidate events were rejected if the pion stopped in a counter with a non-operational TD. The acceptance factor associated with this requirement was measured on a sample of $\pi_{scat}$ monitor data selected by requiring a good outgoing track in the range stack, drift chamber, and target, a delayed-coincidence of less than 5 ns, a single pion entering the target and range, energy and momentum in the signal region. The acceptance factor is given in the second row of Table IV.

In addition to the requirements listed above, $\pi_{scat}$ monitor data was also required to have a good $\pi \rightarrow \mu \rightarrow e$ signature and the pion was required to stop in range stack counter with an operational TD in order to measure the acceptance factor associated with the range stack kinematics and tracking. Assignment of target fibers to the incoming and outgoing pion in $\pi_{scat}$ was not as robust as the assignments made for kaon decays at rest. Misassignment of target fibers yielded a larger uncertainty in the momentum, range and energy calculated for the outgoing pion in $\pi_{scat}$ events. The effect of increasing or decreasing the signal phase space by $\pm 1$ standard was used to estimate the systematic uncertainty in this acceptance factor that is shown in third row of Table IV.

The requirements used to assess the acceptance factor associated with a non-operational TD in the stopping counter were supplemented by requiring a good track in the drift chamber and range and momentum consistent with a pion in order to measure the acceptance factor associated with the $\pi \rightarrow \mu \rightarrow e$ signature. The cut on the measured $dE/dx$ in range stack counters and the cuts

---

**Table III: Acceptance factors measured with $K_{\pm 2}$ monitor trigger data. Uncertainties are statistical only. The product of all factors is $A_{K_{\pm 2}}$.**

<table>
<thead>
<tr>
<th>Cut</th>
<th>Acceptance factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>UTC reconstruction</td>
<td>$0.94345 \pm 0.00019$</td>
</tr>
<tr>
<td>OPSVETO</td>
<td>$0.97417 \pm 0.000063$</td>
</tr>
<tr>
<td>$\pi^{+}$ identification in target</td>
<td>$0.71851 \pm 0.00181$</td>
</tr>
<tr>
<td>$A_{K_{\pm 2}}$</td>
<td>$0.6604 \pm 0.0018$</td>
</tr>
</tbody>
</table>

---
on the consistency of the range stack and drift chamber track had some correlation with the suite of cuts used to define the \( \pi \rightarrow \mu \rightarrow e \) signature. The acceptance factor of the \( \pi \rightarrow \mu \rightarrow e \) signature was assessed both with and without these cuts applied to estimate the systematic uncertainty due to these correlations. In addition a correction of 1.0% for pion decay-in-flight and pion absorption in the stopping counter, estimated from Monte Carlo, was applied to the acceptance factor given in the fourth row of Table IV.

**Table IV: Acceptance factors measured with \( \pi_{\text{scat}} \) monitor triggers.** Operational is abbreviated as “Oper.” The first and second uncertainties are statistical and systematic, respectively. The assessment of systematic uncertainties is described in the text. \( A_{\pi_{\text{scat}}} \) is the product of the three acceptance factors.

<table>
<thead>
<tr>
<th>Component</th>
<th>Acceptance factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oper. TD in stopping counter</td>
<td>0.99843 ± 0.00010</td>
</tr>
<tr>
<td>Range stack kinematics</td>
<td>0.82594 ± 0.00126</td>
</tr>
<tr>
<td>( \pi \rightarrow \mu \rightarrow e ) signature</td>
<td>0.4805 ± 0.0160</td>
</tr>
<tr>
<td>( A_{\pi_{\text{scat}}} )</td>
<td>0.3980 ± 0.0014</td>
</tr>
</tbody>
</table>

**Table V: Acceptance factors determined from simulated \( K^+ \rightarrow \pi^+ \nu \bar{\nu} \) decays.** \( A_{\text{MC}} \) is the product of the three acceptance factors.

<table>
<thead>
<tr>
<th>Component</th>
<th>Acceptance factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigger</td>
<td>0.3225 ± 0.0015</td>
</tr>
<tr>
<td>Phase space</td>
<td>0.3650 ± 0.0027</td>
</tr>
<tr>
<td>( \pi^- )-nuclear interactions</td>
<td>0.8284 ± 0.0104</td>
</tr>
<tr>
<td>( A_{\text{MC}} )</td>
<td>0.0975 ± 0.0009</td>
</tr>
</tbody>
</table>

**Results**

In Section IV, we describe the likelihood method used to evaluate the \( K^+ \rightarrow \pi^+ \nu \bar{\nu} \) branching fraction and the results of examining the signal region. We also describe the evaluation of our observations within alternative models of \( K^+ \rightarrow \pi^+ \) nothing.
TABLE VI: The estimated signal-to-background (s/b), background (b) and observed number of candidates for the nine cells. The cuts defining each cell are also given. The s/b is calculated assuming \( B(K^+ \rightarrow \pi^+\nu\bar{\nu}) = 1.73 \times 10^{-10} \). The uncertainties on \( b \) and \( s/b \) are omitted from the table. The definition column indicates the whether the tight version of the kinematics (KIN), photon veto (PV), delayed coincidence (DC) or \( \pi \rightarrow \mu \rightarrow e \) (TD) cut or the inverted cut (i.e., KIN) was applied to define the cell. The cells containing signal candidate events A, B and C are indicated.

<table>
<thead>
<tr>
<th>Cell definition</th>
<th>( b )</th>
<th>( s/b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>KIN \cdot TD \cdot DC \cdot PV</td>
<td>0.152</td>
<td>0.84</td>
</tr>
<tr>
<td>KIN \cdot TT \cdot DC \cdot PV</td>
<td>0.038</td>
<td>0.78</td>
</tr>
<tr>
<td>KIN \cdot TT \cdot DC \cdot PV</td>
<td>0.019</td>
<td>0.66</td>
</tr>
<tr>
<td>KIN \cdot TT \cdot DC \cdot PV</td>
<td>0.005</td>
<td>0.57</td>
</tr>
<tr>
<td>KIN \cdot TT \cdot DC \cdot PV</td>
<td>0.243</td>
<td>1 B 0.47</td>
</tr>
<tr>
<td>KIN \cdot TT \cdot DC \cdot PV</td>
<td>0.059</td>
<td>0.45</td>
</tr>
<tr>
<td>KIN \cdot TT \cdot DC \cdot PV</td>
<td>0.027</td>
<td>1 C 0.42</td>
</tr>
<tr>
<td>KIN \cdot TT \cdot DC \cdot PV</td>
<td>0.007</td>
<td>0 0.35</td>
</tr>
<tr>
<td>KIN</td>
<td>0.379</td>
<td>1 A 0.20</td>
</tr>
</tbody>
</table>

A. Likelihood method

We determined \( B(K^+ \rightarrow \pi^+\nu\bar{\nu}) \) using a likelihood method that took into account the distributions of the predicted background and acceptance within the signal region. The signal region was divided into nine cells with differing acceptance-to-background ratios as described below. The likelihood ratio \( X \) was defined as

\[
X \equiv \prod_{i=1}^{n} \frac{e^{-(s_i+b_i)}}{d_i!} / \frac{e^{-b_i}b_i^{d_i}}{d_i!} \tag{6}
\]

where \( s_i \) and \( b_i \) were the estimated signal and background in the \( i \)-th cell, \( d_i \) was the observed number of signal candidates in the \( i \)-th cell and \( n \) was the total number of cells [10]. The estimated signal in each cell was given by \( s_i \equiv \text{SES}_i \times B(K^+ \rightarrow \pi^+\nu\bar{\nu}) \) where SES\( _i \) was the single event sensitivity of the \( i \)-th cell.

The division of signal region into nine cells was performed using combinations of the kinematics (KIN), photon veto (PV), delayed coincidence (DC) or \( \pi \rightarrow \mu \rightarrow e \) (TD) cuts. We defined a standard and a more restrictive or “tight” version of each cut. The signal region was defined by the application of the standard version of all cuts. The signal region was then subdivided into cells by the additional selective application of the tight version of each cut or the inverted cut as shown in Table VI.

The additional signal acceptance factor and rejection (Table VII) for each of the four tight cuts was determined using analogous techniques and samples as described in Section III.D. Based on studies of data and simulated events, we assumed that the background components for which no rejection is given in the Table were reduced by the acceptance factor of the particular cut. For example, the acceptance of the cell defined by KIN \cdot TD \cdot DC \cdot PV relative to the acceptance for the entire signal region was

\[
A_{\text{kin}} \times (1 - A_{\text{TD}}) \times (1 - A_{\text{DC}}) \times A_{\text{PV}}
\]

where the 68% confidence level interval was determined from the

B. Examination of the signal region

After completion of the background and acceptance analyses, all selection criteria were applied to the \( \pi\nu\bar{\nu}(1+2) \) trigger data and three signal candidate events were selected. Some measured properties of the three events are listed in Table VIII and the cells containing candidates A, B and C are given in Table VI. The kinetic energy vs. range of the three events along with the events found in the previous \( \pi\nu\bar{\nu}(1) \) and \( \pi\nu\bar{\nu}(2) \) [7, 8] analyses are shown in Figure 9. The candidates’ measured properties used in the selection criteria were consistent with the expected distributions for signal. There was no observed activity in the kaon fibers at the time of the \( \pi^+ \) for any of the three candidates according to the CCD-PUL analysis. The \( \pi^+ \) momentum of event A fails the KIN cut of 165 MeV/c. Events B and C fail the tight PV cut due to energy deposits of 2.4 and 2.1 MeV in the end cap above the 1.7 MeV threshold, respectively, and event C fails the tight DC cut of 6 ns on the kaon lifetime.

C. The \( K^+ \rightarrow \pi^+\nu\bar{\nu} \) branching ratio

The central value of the \( K^+ \rightarrow \pi^+\nu\bar{\nu} \) branching ratio was taken to be the value of \( B(K^+ \rightarrow \pi^+\nu\bar{\nu}) \) that maximized \( X \) (Eqn 6) given the observed candidates. For the three events observed by this analysis, we determined

\[
B(K^+ \rightarrow \pi^+\nu\bar{\nu}) = (7.89^{+9.26}_{-5.10}) \times 10^{-10}
\]

where the quoted 68% confidence level interval was determined from the
behavior of $X$ as described in [10] and took into account both the statistical and systematic uncertainties. The systematic uncertainties included the 10% uncertainty in the acceptance as well as the uncertainties in the estimation of the background components. The inclusion of systematic uncertainties had a negligible effect on the confidence level interval due to the poor statistical precision inherent in a three event sample. The probability that these three events were due to background only, given the estimated background in each cell (Table VI), was 0.037.

When the results of the previous $\pi\nu\bar{\nu}(1)$ and $\pi\nu\bar{\nu}(2)$ analyses [1, 7, 8] were combined with the results of this analysis, we found $B(K^+ \rightarrow \pi^+\nu\bar{\nu}) = (1.73^{+1.45}_{-1.05}) \times 10^{-10}$. Systematic uncertainties were treated as described above when performing the combination, except that we assumed a correlated 10% uncertainty for the acceptance assessed by each analysis. The probability that all seven events were due to background (background and standard model signal) was 0.001 (0.073). We used a similar procedure to determine the partial branching fractions of $(29\pm45) \times 10^{-10}$ for the pion momentum ranges of (140, 205) and (205, 227) MeV/c, respectively, which can be compared with the standard model expectations.

V. CONCLUSION

![Diagram](image-url)

**FIG. 9:** Kinetic energy vs. range of all events passing all other cuts. The squares represent the events selected by this analysis. The circles and upward-pointing triangles represent the events selected by the E787 and E949 pnn1 analyses, respectively. The downward-pointing triangles represent the events selected by the E787 pnn2 analyses. The solid (dashed) lines represent the limits of the pnn1 and pnn2 signal regions for the E949 (E787) analyses. Despite the smaller signal region in $E_x$ vs. $R_x$, the pnn1 analyses were 4.2 times more sensitive than the pnn2 analyses. The points near $E_x = 108$ MeV were $K_{\pi^2}$ decays that survived the photon veto cuts and were predominantly from the pnn1 analyses due to the higher sensitivity and the less stringent photon veto cuts. The light gray points are simulated $K^+ \rightarrow \pi^+\nu\bar{\nu}$ events that would be accepted by our trigger.

<table>
<thead>
<tr>
<th>Momentum range (MeV/c)</th>
<th>Prediction</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>[130, 205]</td>
<td>0.49 ± 0.04</td>
<td>2.91^{+1.29}_{-1.45}</td>
</tr>
<tr>
<td>[205, 227]</td>
<td>0.28 ± 0.02</td>
<td>0.49^{+0.29}_{-0.29}</td>
</tr>
<tr>
<td>All</td>
<td>0.85 ± 0.07</td>
<td>1.73^{+1.45}_{-1.05}</td>
</tr>
</tbody>
</table>

TABLE IX: The $K^+ \rightarrow \pi^+\nu\bar{\nu}$ branching ratio measurements in units of $10^{-10}$. The prediction was taken from [11] and scaled to the two pion momentum regions using the standard model spectral shape for $K^+ \rightarrow \pi^+\nu\bar{\nu}$.